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static void output(String info),{ System.out.println(info);,},static void
output(char info),{ System.out.println(info);,},static void output(byte info),{
System.out.println(info);,},static void output(int info) {
System.out.println(info); },static void output(long

info),{ System.out.println(info);,},static void output(double

info),{ System.out.println(info);,},static void output(boolean info),{
System.out.println(info);,},static String input(String prompt),{ String inputlLine
= "";,System.out.print(prompt);,try,{inputLine = (new java.io.BufferedReader( new
java.io.InputStreamReader(System.in))).readlLine();},catch (Exception e),{ String
err = e.toString();,System.out.println(err);,inputLine = "";,},return
inputline;,},static String inputString(String prompt) { return input(prompt);
},static String input(),{ return input("");,},static int inputInt(),{ return
inputInt(""); }, static double inputDouble(), { return inputDouble(""); },static
char inputChar(String prompt),{ char
result=(char);,try{result=input(prompt).charAt(0);},catch (Exception e){result =
(char)e;},return result;,},static byte inputByte(String prompt),{ byte
result=@;,try{result=Byte.valueOf(input(prompt).trim()).bytevalue();},catch
(Exception e){result = @;},return result;,},static int inputInt(String prompt),{
int result=0;,try{result=Integer.valueOf(,input(prompt).trim()).intValue();},catch
(Exception e){result = @;},return result;,},static long inputlong(String prompt),{
long result=8;,try{result=Long.valueOf(input(prompt).trim()).longvalue();},catch
(Exception e){result = ©;},return result;,},static double inputDouble(String
prompt) { double result=0; try{result=Double.valueOf(
input(prompt).trim()).doublevalue();},catch (Exception e){result = @;},return
result;,},static boolean inputBoolean(String prompt) { boolean result=false;
try{result=Boolean.valueOf( input(prompt).trim()).booleanvalue();},catch (Exception
e){result = false;},return result;,}
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Chapter 1

TOPIC 1 - SYSTEM FUNDAMENTALS

Topic 1- system fundamentals!

System life cycle

System life cycle refers to the stages through which the development of a new system passes
through. Figure 1.1 presents a system life cycle specifically for software, whereas Figure 1.2
presents a more general system life cycle. Although most systems begin with the analysis
stage and continue with the design, implementation, operation and maintenance,
sometimes it might be necessary to backtrack and return to an earlier stage. 2

Existing system
analysis

W

Reguirements

Maintenance specification

f

New system i ;
installation } { Software design

Testing & Software
debugging ] implementation

Figure 1.1: Software life cycle

! International Baccalaureate Organization. (2012). IBDP Computer Science Guide.
? International Baccalaureate Organization. (2004). IBDP Computer Science Guide.




Although the software and system life cycles are not directly presented in the new IB
Computer Science curriculum, they are briefly mentioned in the first section of this chapter
so as to inspire some fruitful discussions between teachers and students.

Analysis

Maintenance

Operation Bl |mplementation

\ A

Figure 1.2: System life cycle

Planning and analysis

Evaluation {1 Design overview

Development

N

Figure 1.3: Some stages of the Software life cycle

The first Topic of the new computer science guide® and the section of the new computer
science guide® that explain the internal assessment requirements directly refer only to four
phases of the software life cycle as depicted to Figure 1.3.




1.1 Systems in organizations

Planning and system installation

1.1.1 The context for which a new system is planned

Exit skills. Students should be able to':

: Investigate and outline the framework of a new system.

Describe the limitations of a proposed system.

Present various organizational issues that relate to the installation of a new system.
' Identify the importance of a new system for various users.

Outline the technologies involved.

A new system can be created in order to replace a system that is inefficient, no longer
suitable for its original purpose, redundant or out-dated. The purpose of a new system can

also be to increase productivity or quality of the output or even to minimize costs. The new
system should reduce the errors or flaws of the existing one. The development of most large
systems involves a huge amount of time and effort and contains a lot of different stages.
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Image 1.1: Feasibility study and its components

A computer system includes
hardware, software, people
working with it or using it and the
immediate  environment.  So
updating a computer system may
involve actions like training
employees to use the new
system, changing the physical
location of a server, or even firing
employees.

Planning a new system is the
process of thinking about various
details and organizing the
activities required to achieve the
desired goal.

Planning should anticipate
potential organizational issues
such as:

* lack of guiding organizational and business strategies

e |ack of stakeholder and end-user participation
e lack of end-user 'ownership' of system
e |ack of attention to required training

e lack of attention to various organizational issues, such as organizational culture




* lack of attention to the design of tasks and jobs, allocation of information system
tasks, and the overall usability of the system.

At this stage a feasibility report or feasibility study should be conducted. The feasibility study
evaluates and analyzes a project and its potential, based on various technical, economical,
legal, operational and scheduling criteria. It is used to decide whether the proposed project

should be pursued.3

Technical feasibility: Is the existing technology sufficient to implement the
| proposed system?

| Economic feasibility: Is the proposed system cost effective?

| regulations/laws?

| Operational feasibility: Are the existing organizational practices and procedures
| sufficient to support the maintenance and operation of the new system?

| Schedule feasibility: How long will we wait?

- e e e e - - - - - - - - - -

' Example 1.1:
Question: A bookstore uses door-to-door salespersons to collect various orders

from various customers. The orders are taken to the company’s offices and are
input by a secretary. The bookstore has decided to change this department and will
ask the salespersons to input the orders at home, using their personal computers.
Discuss the various effects of these changes.

Answer: The bookstore will no longer need the secretary or any physical space to
accommodate the relevant department. Utility bills will be reduced and probably a
smaller office will be enough for the company. The secretary will have to find a new
job, or another position in the company. Salespersons will have to acquire some
computer skills and they will need to have a PC with an internet connection. New
computer software and hardware will also have to be obtained by the company,
which will also need to find a secure way (network) to allow the salespersons to
connect to the server. Staff working from home may ask for extra pay.

T - e e - - - - e - - - - — -

Exit skills. Students should be able to:

" dentify factors that are involved.
ustify the need for change management.

3 Feasibility study. (2014, November 21). In Wikipedia, The Free Encyclopedia. Retrieved 18:03,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Feasibility_study&oldid=634775631
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Change management involves various parameters and is a process of shifting individuals,
teams, departments and organizations from the present state to a desired state. Successful

~change management guarantees that all stakeholders accept and embrace changes in their
working environments. The goal is to maximize benefits and minimize the negative impacts
of change on individuals.

For example, in a small business, if the operating system changes, the employees need to
get proper training before they are able to use it in their everyday working schedule. In a
school environment a new printer that is able to automatically print both sides could reduce
costs but someone would have to inform teachers and students about this new
functionality. Some people often feel threatened by a new completely computerized system,
because they are afraid that they might lose their jobs. Unfortunately, sometimes their fears

come true.

1.1.3 Compatibility issues resulting from situations including legacy systems or
business mergers

Exit skills. Students should be able to':

Describe the importance of compatibility.

| Identify the way legacy systems interact with modern systems.
- Suggest strategies for successful integration during business mergers.
 Identify the international dimensional of software compatibility.

The term legacy system refers to an old technology, hardware, computer system, or
application program. Some systems that belong to this category may still play an important
role in an organization. Such a system may still be in use because its data cannot be
converted to newer formats, or its applications cannot be upgraded. Keeping a legacy
system in operation involves various maintenance challenges. Even high technology agencies
such as NASA use legacy systems because the system still provides for the users' needs, even
though newer or more efficient technologies are available”. It is clear that the exchange of
data between legacy and new systems is a factor that the administration needs to pay
special attention to.

Business merger is the combining of two or more business entities. The main reason
companies merge is to reduce costs. During this process all departments of both companies
need to ensure that all subsystems are compatible.

3 (n.d.). Retrieved November 23, 2014, from https://www.fbo.gov/index?s=
opportunity&mode=form&id=e2cd8e7c507a2bbd3614ede86beb5666&tab=core&_cview=0




Four Strategies for Integration’

1. Keep both information systems, and develop them to have the same functionality

(high maintenance cost)

2. Replace both information systems with a new one (increased initial cost).
Select the best information systems from each company and combine them (it is
very difficult for the employees to work with information systems from another

company).

4. Select one company's information systems and drop the other companies’ (policy

problems).

Nowadays information technologies offer enormous potential for the world economy and
society. Most organizations interact with individuals and other organizations that are
located in different countries. Language differences greatly increase communication
problems, even if individuals have some knowledge of the others' mother language.
Language is not only a form of communication but also a way of thinking and defining the

world.

Software incompatibility is a situation where different software entities or systems cannot
operate satisfactorily, cooperatively or independently, on the same computer, or on
different computers linked by a local or wide area computer network.

1.1.4 Different systems implementation

Exit skills. Students should be able to:

| Define Saa$ (Software-as-a-Service).

' Define on premise software.

, Relate and analyze the difference between SaaS (Software-as-a-Service) and on

| premise software solutions.

Image 1.2: Saa$

Business  software  can
operate installed on a
client’s infrastructure and
premises or hosted on
dedicated  servers  that
belong to a company that
provides such services. A
locally hosted system is the
most appropriate solution
for larger and complex
systems. A remote hosted
system is the most

> Legacy System Integration. (n.d.). Retrieved November 23, 2014, from

http://www.coleyconsulting.co.uk/merge.htm
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appropriate solution where there is no necessary hardware equipment in place or in cases
where the administration wishes to outsource responsibilities for maintenance, support,
backups, security, etc.

Saas (Software-as-a-Service) or “on-demand software” is a contemporary delivery method
that allows software and data to be hosted and managed centrally on a remote datacenter.
Users pay to access the services provided on a subscription basis. SaaS solutions reside on
the cloud and need a web browser and a broadband Internet connection to be accessed.®

Saas is less expensive because it has a low initial
cost and requires few investments in
installation, maintenance and upgrading.
Companies have to pay only for the SaaS
subscription, which is cheaper in the short-to-
medium term. SaaS provides a scalable
solution, since a company has only to adjust its
monthly Saa$S subscription as required. In most
cases only a web browser and a broadband
internet connection are required to access

Saa$S applications. A wide range of desktop,
portable and mobile devices also support Saas
| Image 1.3: Saa$ use versus on premise installation  gg|ytions. SaaS requires few IT personnel and
i all software updates take place far away from

company’s premises. Saa$ is considered a safe solution because applications and data reside
| in the cloud service of the provider's datacenter. However, there is a possibility of data loss,
if a SaaS provider goes out of business. The performance of a web browser-based
application that is hosted in a distant datacenter that is accessed via an Internet connection
is low when compared to software running on a local machine or over the company’s local
area network. SaaS integration with other Saa$S solutions or software installed locally is
always difficult.

1.1.5 Alternative installation processes

Exit skills. Students should be able to':

- Explain the major installation processes

' Suggest with reasons different installation processes
Explain the pros and cons of each installation process

TURIESER I SIS SR e

The installation of a new system is a situation that most enterprises, organizations and
individuals will face one or more times. During this process the old system will be retired and
i the new system will take its place.

® software as a service. (2014, November 17). In Wikipedia, The Free Encyclopedia. Retrieved 18:05,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Software_as_a_service&oldid=634189323




Example 1.2:

Question: A medical company is very satisfied from the technical performance of
its current information technology infrastructure. Is there any reason to change it?

Answer: Maybe, the current system may be too expensive to run and maintain. So a
new system may decrease the total expenses of the company.

Example 1.3:

Question: What is meant by the term “operational feasibility” found in a feasibility
report?

Answer: A feasibility report should examine the “operational feasibility” of the
proposed system. This part should examine whether the existing organizational
practices and procedures are sufficient to support the maintenance and operation
of the new system.

Example 1.4:
Question: What is meant by the term “merger”?

Answer: The combining of two or more corporations or business enterprises into a
single corporation.

Example 1.5:
Question: What is meant by the term “software incompatibility”?

Answer: It is a situation where different software entities or systems cannot
operate satisfactorily, cooperatively or independently, on the same computer, or on
different computers linked by a local or wide area computer network.

Example 1.6:
Question: State five advantages of “SaaS”.

Answer: Lower initial cost, easy to upgrade, ease of access from anywhere, easy to
predict the cost of initial implementation (subscription), the application is ready to
use.

Example 1.7:
Question: State five possible disadvantages of “SaaS”.

Answer: Dependence on a third party, security and confidentiality, dependence on
Internet connection, risk of data loss, not as powerful as on premise solutions.

One critical decision when moving from an old system to a new one is the choice of
implementation (conversion, changeover) method. Changeover is the process of putting the
new system online and retiring the old one. The reason for an organization to choose one
implementation method in favour of another is often a trade-off between costs and risk.

It should be mentioned that in most cases there might be resistance by employees or
customers to change and planning should try to minimize the negative effects.




The types of changeovers are:

e Parallel. The main characteristic of Parallel Changeover is that both systems work in
parallel for a short period of time. This method is very popular because of the
limited risk. Outputs of both systems can be compared to ensure that the new
system is functioning properly. If the new system fails, the company can revert or
return to the old system. When the company is satisfied with the output of the new
system, the old system can be terminated. Running two different systems
simultaneously means extra costs and workload because it requires that the two
systems run parallel for a certain period of time. The company has to maintain two
different systems and this results in various organizational tasks. This method is not
efficient if the old and the new systems have completely different processing tasks,
functions, inputs, or outputs.

e Big Bang or Direct (immediate). This changeover is very risky since the company
plugs in the new system and unplugs the old one at the same time. Once the
administration has decided to use this method and has prepared all the necessary
procedures, the changeover begins. Obviously there are dangers associated with this
method if the new system does not function as expected. This method is preferred
when the system is not critical. With this approach, all users need to be trained
appropriately before the switch takes place, in order to use the new information

system efficiently.

Example 1.8:

Question: A nuclear station is equipped with a highly automated control system. This
system should be replaced by a new system. Suggest a suitable implementation
method. Justify your answer.

Answer: The correct answer is parallel changeover because the main characteristic of
this conversion method is the limited risk. The cost of operation and maintenance of
both systems will be higher but this is of limited importance in this particular situation.
Direct method of implementation is not appropriate because of the high risk of failure
and the absence of a trusted backup system. The scenario described in the question
does not imply the existence of multiple sites so the pilot method is not considered as
an alternative.

o Pilot. The pilot method is mostly used in large organizations that have multiple sites.
The new system is introduced in one of the sites and extended to other sites over
time. The risk of this method is low and the pilot sites can serve as models for the
rest of the company. The first group that adopts the new system is called the pilot
site or the pilot group. After the system proves successful at the pilot site, it is
implemented into the rest of the company using a changeover method (usually
direct).

e Phased. With the phased conversion method, a company converts one module of
the system at a time, meaning that different parts of the system are converted at




different times. The training period is extended and the adoption of the new system
takes longer, since each phase must be implemented separately. The installation of
the new system is done per module, per department etc.

1.1.6 Problems that may arise as a part of data migration

Exit skills. Students should be able to':

Define data migration.

 Identify the importance of incompatibility and incompleteness.
| Provide a balanced analysis of different data migration scenarios.

Data migration refers to the transfer of data between different formats, storage types and
computer systems. It usually takes place in an automatic manner so as to achieve efficient
use of human resources. Data migration happens when an organization changes, upgrades
or merges its information systems (for example, due to a merger or takeover).” Many
problems may arise when transferring data from one system to another. First of all, there
may be incapability of moving the information due to parameters such as incompatibility
with the new system or non-recognizable data structures. Also, data may be lost or not
transferred due to an incomplete data transfer or errors during the process. In addition, data
can also be misinterpreted due to incompatibilities, caused by the different conventions of
each country concerning date, time and measurement units.

Data Migration

) Validate

Extract Data from Trarsforue Data for

Source System Targe: System ¥alidute Data

Image 1.4: Data migration

’ Database Glossary - D. (n.d.). Retrieved November 23, 2014, from
http://www.nwdatabase.com/database-glossary-d.htm
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o While the planning stage depends on the extend and spurpose of the migration, the planning process
should also include determining the requirements of the migration. Parameters such as the identification
of the future environment, the development and the documentation of the migration plan should be
considered.

e During the migration phase, the Information Technology department will need to communicate its plans,
obtain, install and configure any necessary software and hardware, and proceed to the data migration.

e A pre-migration test to validate data is highly recommended, in addition to post-migration validation
testing. These tests will check that the data is in the same state after the migration as it was before the

migration.

Figure 1.2: Data migration stages8

1.1.7 Various types of testing

Exit skills. Students should be able to™:

Ildentify the importance of testing.

 Define major testing types.
Suggest thg best tgsting for a proposed scen i

Testing can happen in different ways and in different phases.

Functional testing tests individual commands, text input, menu functions, etc. confirms that
they perform and function correctly according to the design specifications. For example, if a
choice is made to add a client, does the program go to the "add clients module"?

Data testing is when normal, abnormal and extreme data is put into the system. Suppose
that there is a program that accepts a student’s percentage in a math exam and gives a
“pass” message if the number entered is greater than or equal to sixty; otherwise it prints a
“fail” message. This program can be tested with® 1°:

e Normal Data such as 76 will be used to check if “pass” and “fail” messages are

appropriately provided.
e Data at the Limits should also be used, for this particular problem 0, 59, 60, 100 are all

examples of normal data at the limits.

Useful Information: Some authors describe as “extreme/boundary data the data at the
limits of acceptability/validity” and as “abnormal/erroneous data the data outside the
limits of acceptability/validity.” cf. David Watson and Helen Williams, 2012, page 79.

S e e i e
N o - -
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® Adopted by: IBM, 2007, Best practices for data migration. http://www-
935.ibm.com/services/us/gts/pdf/bestpracticesfordatamigration-wp-gtw01275-usen-01-121307.pdf

® |B Computing Home Page. (n.d.). Retrieved November 23, 2014, from http://www.ib-computing.com
19\watson D., H. Williams, 2012, Cambridge IGCSE Computer Studies Revision Guide, Cambridge
University Press.




o Extreme Data will be outside the normal limits; -10, 104, 1223 are examples. These data
should be rejected during validation testing. The user may not input such data because
they're wrong, and it's easy to press a key twice by mistake.

e Abnormal Data (illegal data) will be the type of data that we really didn't expect. For
this particular program it could be data that looks like a string, a character and not an
integer. This data would not usually be entered. A naive user may enter "two", which
seems unlikely but he/she could also hit the spacebar and enter "4 5" instead of “45”,

for example.

Alpha testing is done before the software product is made available to the general public.
Normally, Alpha testing will be carried out by the company that develops the software in a
laboratory type environment and not by the end users in their usual workplaces™ **.

Beta testing includes comments and suggestions of the users. Unlike Alpha testing, users
outside the company are involved in the testing. Their feedback is valuable and can be used
to fix defects and errors that were missed, and also contributes in the preparation of
support teams that will deal with expected issues. Frequent beta testing results in last
minute software changes. In some cases, the Beta version will be made available to the
general public. This can provide vital real-world information and feedback® *2.

Dry-run testing is conducted using pen-and-paper by the programmer. During dry run testing
the programmer mentally runs the algorithm. He examines the source code and decides on
what the output of a run should be (execution).

During unit testing, individual parts of the system are tested separately.

During the integration testing, the entire system is tested at the same time to verify that
that all components can work together.

User acceptance testing is used to determine if the system satisfies the customer needs and
in most cases is conducted in user premises before accepting transfer of ownership. This
type of testing is the last stage of the software testing process.

Debugging is a systematic process of finding and correcting the number of bugs (errors) in a
computer program.

It is important to mention that there are computer programs that can automatically test
other programs. This makes the testing process faster and cheaper.

= Alpha vs. Beta Testing. (n.d.). Retrieved November 23, 2014, from
http://www.centercode.com/blog/2011/01/alpha-vs-beta-testing/

12 (n.d.). Retrieved November 23, 2014, from http://ezinearticles.com/?Alpha-Testing-and-Beta-
Testing&id=433 ‘




. Example 1.9: q
Question: Several verification and validation checks are performed on data being
entered into a database by a bank employee. The database contains an “age” field
and a “name” field. Give two examples of invalid data and one example of valid
data for the field “age”, and explain how this field could be validated.

Answer: All “age” entries should be checked to see if they are positive numbers

and for consistency with a minimum/maximum range (e.g. 18-110). This process

includes a type and a range check. Invalid data for the age field could be “Y” and

“234” while valid data would be “25”.

Question: How the “name” field could be verified?

Answer: It could be typed twice and the two entries compared. If both entries are

the same then the “name” is verified. This process is called double entry and
. reduces data entry errors. /

-

\_...._...._._..__.__....._.......__.____....__..____.__..........._...__....._...__..__....,_—

Validation and verification in relation to data input?
e Validation is the process of evaluating whether data input follows appropriate
specifications and is within reasonable limits.
e Verification is the process of ensuring that the data input is the same as the original
source data. A way of ensuring data verification is through double entry.

Verification vs. validation software testing

Verification is the confirmation that a computer product meets identified specifications,
while validation is the confirmation that a computer product meets its design function or is
appropriate for the intended use.

« Validation: Are we developing the correct system?

o Verification: Are we developing the system correctly?

«  Validation: Does the product meet the customer-needs?

o Verification: Does the product comply with a specific regulation or condition?

User focus

1.1.8 Importance of user documentation

Exit skills. Students should be able to':
Idéntify the importance of prc}pqr qSer d()qumentation‘“. .
 Describe the way proper d 3




Programs and systems may become increasingly complex as their aim gets more and more
and convoluted. Additionally, the user’s way of thinking may differ from the developers’;
hence the way the product functions may not be clear to the user. All of the above may lead
to serious problems during the implementation or operational stage of the Software Life
Cycle (SLC). The user might not know how to use the product to its full capacity, and even
specialized technicians may not be able to set up the new system properly for the firm they
work for. With appropriate external documentation, these issues can be easily countered,

since there will be a user manual explaining every component of the product.

A systematic and organized software development procedure ensures that all supporting
documents are produced in an orderly and methodical fashion. It is very important to
distinguish between internal documentation and external documentation.

Internal documentation is the code comprehension features and details provided as part of
the source code itself. Proper internal documentation includes:

® Appropriate module headers

® Appropriate comments

e Useful and meaningful variable names

° Useful module, classes, methods and function headers
° Appropriate code indentation

® Appropriate code structuring

e Appropriate use of enumerated types

® Appropriate use of constant identifiers

® Appropriate use of data types defined by the user
Itis very difficult and likely impossible for the source code to be read by the final user.

External documentation is typically written as a separate document from the program itself.
It is provided through various types of user supporting documents such as a users' guide,
software requirements specification document, detailed description of the design and
implementation features of the program and test document.

1.1.9 Different methods of providing user documentation

Exit skills. Students should be able to*:

Identify the importance of proper user documentation.

' Suggest various methods of user documentation.
' Describe the way propped documentation affect implementation.

User documentation can either be in a written or in an online form, so that the user can
search the document more easily and quickly. The user documentation should include all the
instructions that are mandatory for the system to operate and should contain frequently
asked questions, which are always necessary for new users. The document should be well
structured and divided into the appropriate categories.
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Manuals

These can be provided online or
offline. One of the advantages of
online manuals is the potential use

S 8

istance Information

of multimedia features. Manuals
can also be provided online as pdf
files which one can download and
print. The advantage of a printed

1.3

-

manual is that it can be read
without the use of a PC or an

Support Responsibility
internet connection.
0 Email support
Online support is an asynchronous

type of support and can be provided

Service
via an email address. Users contact

Image 1.5: Different methods of user documentation the support team of the company to
resolve any problems with the help
of specialized technicians.

Embedded Assistance or integrated user assistance

Software suites like MS Office have inbuilt help systems (tool tips and dynamic page content
within the system itself). One example is when the user hovers the mouse over an icon a
small text box appears with valuable help information. This kind of assistance is considered
an excellent way to increase the usability of a software application. Embedded user
assistance is context-specific, task-specific, and does not require novice users to ask the right
question to find the suitable answer.

Frequently Asked Questions

Frequently Asked Questions (FAQ) are listed questions and answers, all supposed to give
users answers to a common set of problems and pertaining to a particular topic. The format
is commonly used on online forums. The list of questions contains questions that tend to
recur.

Live chat sessions

Online support is a type of real time support that is extremely useful for emergency
situations. A live chat technician will ask for the description of the occurring problem, and
try to present a list of possible solutions. A telephone call, a live chat session or a video
session provides a feeling of being supported by a real person, which is preferred by many

users.

Online portals or web portals

Online support is provided in many ways, depending on the product or service that is being
documented. Online portals can provide updated manuals, support pages and FAQ pages.




Remote desktop connections

Remote Desktop is a function that enables a specialized person to connect to the user’s PC
across the Internet from virtually any computer. Remote Desktop will actually allow a
specialized technician to take control of the user’s PC as though he/she/she was sitting
directly in front of it. This solution is ideal if the user is not very experienced. This solution
" has some security disadvantages because the technician is allowed to have full access over
the user’s PC.

1.1.10 Different methods of delivering user training

Exit skills. Students should be able to':

Identlfv the lmportance of proper user trammg

Suggest various methods of user training
w Descrlbe the way propped user traimng affect lmplementatlon

It is impossible to take full advantage of a new advanced IT system without proper training.
Moreover even the highest investment in technology requires users that are able and wish
to use it. User training is extremely important in almost every case.

All the staff must be familiar with the new system as they will make mistakes if they are not
properly trained. Staff can be trained by self-instruction, formal classes or online training.
Furthermore, the developers of the new software have to create clear educational material
for solving any kind of questions a user might have.

User training can be delivered in a number of different ways depending on a variety of
factors, such as the number of the students, the availability of instructors, the size of the
business, and the training budget.

Self-Instruction or self-study

Self-instruction allows the user to learn in his/her own time, until he/she achieves mastery
of the subject. Printed manuals, books, e-books or other resources such as video tutorials or
online exercises can be provided and used whenever the user needs to improve his skills.

A user can benefit a lot through self-study. First of all, there is no tuition fee. Furthermore
the user can study whenever he/she wants (no formal class at a fixed time and a fixed
place). The disadvantages include lack of guidance or teacher support and the final result
depends on the motivation of the user and their ability to learn on their own.
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Formal classes

‘ A formal class offers an
n , interactive  setting  that

Ao promotes open and free
discussion between students
and the teacher (instructor).

Muftimedia reading

Having several students
learning in the same
classroom has the additional
advantage of  allowing
students to exchange ideas
with one another. Direct

interaction with the expert
allows for ideas to be
exchanged easily and
without any technical

communication barriers.
Multimedia learning

A classroom situation may

Image 1.6: Different methods of user training disadvantage shy members.

The classroom can also

obstruct one’s ability to learn by allowing other, more self-assured students to dominate the

discussion environment.
Remote/distance learning/online training”

The main benefit of asynchronous online learning is that it allows participants to take partin
high 'quality courses from anywhere in the world provided they have a PC and Internet
connection. This type of Virtual Classroom is accessible 24/7/365. Time efficiency and time
management are valuable strengths of distance learning. Students can access their virtual
courses, lectures, course materials, and class discussions at any time, day or night. The use
of interactive learning: environments contributes to self-direction and promotes critical
thinking, and thus is highly supported by the literature of adult education and training.

An online educational program requires participants who are able to access the online
learning environment. Lack of the required infrastructure will exclude otherwise eligible
students from the online course. Students and instructors must possess a minimum level of
IT skills in order to function effectively in an online environment. Online asynchronous
education places greater responsibility on the student and gives students control over their
learning experience, and thus is considered inappropriate for more dependent and

immature learners.

13 ||linois Online Network: Educational Resources. (n.d.). Retrieved November 23, 2014, from
http://www.ion.uiIIinois.edu/resources/tutorials/overview/




System backup

1.1.11 Causes of data loss.

Exit skills. Students should be able to':

Identify the negative impact of data loss.
Identify various causes of data loss.

Data loss™ refers to an error condition where data is lost or destroyed due to system failure,
storage negligence, or even transmission or processing errors. Various precautions can be
taken, in order to prevent or restore data loss, through both hardware and software. The
cost of data loss depends on how costly it may be to go on without the data, how costly it
may be to recreate the data, as well as how costly it may be to notify users of data loss.

_Causes

Accidental deletion

Comments/Solutions
Very common cause of data loss
Use of file recovery software

Administrative errors

Need for care

Poor data storage organization system
(misplacement)

Data can’t be found
Restructure data organization

Building fires

Rare
Store data in two locations

Closing the program without saving the file

Very common cause of data loss
Need for care, use of autosave features

Computer viruses

Very common cause of data loss
Need for antivirus software
Regular backups

Continued use after signs of failure

Need for Self-Monitoring, Analysis and
Reporting Technology (SMART)

Need for PC checkup

Regular backups

Data corruption

Errors in computer data
Regular backups

Firmware corruption

Hard disk failure
Regular backups

Natural disasters (floods, earthquakes)

Rare
Store data in two locations
Regular backups

Outsiders wanting to delete, alter or steal
the information.

Regular backups
Need for a firewall
Need for authentication methods

Physical damage of the storage device
(intentionally or not)

Regular backups
Need for care

Power failure

Need for UPS (uninterruptible power

supply)
Regular backups

 Data loss. (2014, August 25). In Wikipedia, The Free Encyclopedia. Retrieved 18:06, November 23,
2014, from http://en.wikipedia.org/w/index.php?title=Data_loss&oldid=622747408
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1.1.12 Consequences of data loss in a specified situation

Exit skills. Students should be able to':

' Outline the negative impact of data loss in various situations.
' Identify various consequences of data loss in a given scenario.

In all cases data loss is something that we want to prevent, but there are cases where data
loss could have extremely serious consequences. For example, if the medical records of a
patient in a hospital are lost, then the patient’s life can be in danger if the data cannot be
retrieved, and some painful examinations might have to be repeated. Data loss is not that
dangerous in all cases, but retrieval is time consuming and might not always be possible,
which is a problem. Imagine a situation where a client books a hotel room over the phone.
But when he/she arrives at the hotel, the receptionist informs him/her that there is no
record of his booking and no rooms are available. The client (after the initial shock) has to
search for another hotel perhaps informing friends and colleagues on social media of his
discomfort and disappointment.

1.1.13 Range of methods that can be used to prevent data loss

Exit skills. Students should be able to':

' Define failover systems, redundancy, removable media, offsite storage and online

 storage.
Give details about the methods used to prevent loss of data.

In the case of system or hard drive crashes, the data we
have stored in them can be lost forever, or are inaccessible.
In order to prevent this, specialists have created different
methods by which one can be prepared for the above
situation:

e Regular backup of files using hard disks or magnetic
tapes

e Firewall installation

e Data storage in two or more locations (offsite
storage)

. Removéd hard copies (printed versions of data)

e |Installation of an Antivirus program for antivirus

Image 1.7: Data loss protection




Example 1.10:

Question: A bank uses a database server that provides database services to various

computers. Describe a secure strategy for backing up and restoring the data on the

database server after a failure.

Answer: A secure back-up strategy would be to use high-capacity magnetic tapes
because the tapes are very cheap per Gigabyte and have great longevity. The first
step is to back up the files of the hard disks to tapes every night. The back-up
process should be completely automated and the tapes should be secured and
stored off-site in a fire-proof room. A suitable strategy for restoring the data after

the failure would be to use these tapes to restore the database on the server.

* Human error reduction techniques and/or failsafe (accidentally deleted files)

®  Online auto save backup (iCloud, Dropbox)

Image 1.8: Removable media backup tape (high-capacity
magnetic tape)

In computers science, redundancy is
the duplication of storage devices
and stored data of a computer
system with the intention of securing
the stored data. It is considered as a
failsafe method.

Diskettes, Blu-ray discs, CDs, DVDs,
USB (Universal Serial Bus) are
removable media that are used for
fast data backup and data storage.
These removable media can store
data permanently and are non-
volatile.

A failover system is a computer system which is on standby capable of switching to a spare
computer system upon hardware failure, network failure, or any other type of error, such as

software malfunction. The main difference between a failover and a switchover is the

degree of needed human intervention. Typically, a failover is automatic and handles
abnormal situations without human interference. In a failover system when primary server
fails the standby server is made primary. In a switchover system the primary and the

secondary server interchange the primary role. Critical systems typically allow for failover to
take place on system failure so as to provide reliability and continuous availability.™

¥ Failover. (2014, June 25). In Wikipedia, The Free Encyclopedia. Retrieved 18:07, November 23, 2014,
from http://en.wikipedia.org/w/index.php?title=Failover&oldid=614395973




Software deployment

1.1.14 Strategies for managing releases and updates

Exit skills. Students should be able to':

1 Defme updates, patches, upgrades and releases

| Give details about the management of updates and releases.
Descrlbe automatlc update process. :

There are several ways in which updates can be made available. First of all, most of the
times the purchasing of a product means access to free online updates, released by the
company. There are automatic updates that function through the net. These types of
updates usually aim to improve the product, fix various deficiencies or perform minor
changes. When the company decides that it no longer wishes to support software and
wishes to promote a newer version, it stops releasing updates (the life cycle of the new
system having started some time before).

e Patches are used by software companies to update applications by fixing known
bugs and vulnerabilities. Be aware that, patches may introduce new bugs as side
effects.’®

e Upgrades always contain novel functionalities or characteristics, as well cumulative
bug fixes. In most cases upgrades need to be bought.”’

e Updates improve a product in a minor way by adding new functionalities or fixing
known bugs. In most cases updates are free.”

* Releases are final, working versions of software applications. These applications
have already gone through alpha and beta software testing. Releases relate to new

or upgraded applications.*®

'8 patch (computing). (2014, November 11). In Wikipedia, The Free Encyclopedia. Retrieved 18:08,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Patch_(computing)&oldid=633351269

7 What is the difference between and Upgrade and an Update? (n.d.). Retrieved November 23, 2014,
from http://www.enfocus.com/en/support/knowledge-base/what-is-the-difference-between-an-
upgrade-and-an-update/

18 Release. (n.d.). Retrieved November 23, 2014, from
http://searchsoftwarequality.techtarget.com/definition/release
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Example 1.11:

Question: State two stages of the “data migration process”.
Answer: Plan and validate

Example 1.12:

Question: State one difference between “alpha” and “beta testing”.

Answer: Alpha testing takes place inside the company which develops the software
while beta testing includes selected users that are not employees of the software
company and test the software in their premises.

Example 1.13:
Question: Does a programmer needs a computer to conduct “dry run testing”?

Answer: No, because dry run testing is conducted manually using a pencil and a
paper in most cases.

Example 1.14:
Question: State one difference between “internal” and “external” documentation.

Answer: Internal documentation facilitates programmers while external
documentation focuses on the user of the product.

Example 1.15:
Question: state one major advantage of “formal classes”

Answer: Direct interaction with the expert allows immediate answer to students’
questions without any technical communication barrier.

Example 1.16:
Question: State three methods that can be used to prevent “data loss”.

Answer: Regular backup of files using hard disks or tapes, online auto save backup,
Data storage in two or more locations (offsite storage).
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1.2 System design basics
Components of a computer system

1.2.1 Hardware, software, peripheral, network, human resources

Exit skills. Students should be able to';

lee the precise meaning of the terms hardware, software, perlpheral network and
human resources.

Computer hardware: The physical elements of a
computer, e.g. screen, CPU etc.

A
L4

Software: A series of instructions that can be
understood by a CPU. These instructions guide

i' the CPU to perform specific operations.

Software is comprised of both programs and
data.”

Peripheral device: any auxiliary device that can
communicate and work with a computer. For
example: input/output devices, printers, etc. A
peripheral device extends the capabilities of the
computer system it is connected to. The
peripheral is not a core, essential, part of the
computer.!

Computer Network: A set of computer systems
< et e e that are interconnected and share resources, as
well as data. For example: Local Area Network,
Wide Area Network, etc."

Human Resources: People who are used or
could be used in an organization, business or
economy.

Image 1.9: Hardware, software & network

2 software. (2014, November 19). In Wikipedia, The Free Encyclopedia. Retrieved 18:09, November
23, 2014, from http://en.wikipedia.org/w/index.php?title=Software&oldid=634491568




1.2.1 The roles that a computer can take in a networked world

Exit skills. Students should be able to:

‘ Define client, server, email server, DNS server, router and firewall.
Describe the different roles that a computer can take. |

The computer can assume several roles in a networked world. It can function as a client,
server, e-mail server, domain name system server (DNS server), router or firewall.

A dumb terminal is a device that usually consists of a keyboard, a monitor, and a network
card that is connected to a server or a powerful computer. Dumb terminals depend entirely
on the computer to which they are connected for computations, data processing and data
management.

A thin client is a relatively low performance terminal, which heavily but not entirely,
depends on the server to which it is connected.

A client receives data via the network, whereas the server has saved data on it and offers it
to clients. A server may be a program or a computer that provides services requested by
clients connected over a network while a client is an average computer or terminal (dumb
terminal, thin client) used to access a computer-based system.

An email server is the equivalent of a post office that manages the flow of email in and
out of the network, checks that an email address is valid, allows users to access their
email, etc.

A router is a networking device that accepts incoming quanta of information (data packets),
reads their destination address and distributes them across networks, according to a routing
table or routing policy (policy based routing). A router identifies the destination of
messages and sends them via an appropriate route and is used to forward data packets
between networks.

A Domain Name System Server attributes names to network addresses and therefore
resolves names by assigning them to the appropriate network entity (a resource that is part
of the network). A DNS server allows you to type names into the address bar of your web
browser like “mit.edu” and the web browser automatically finds that address on the
Internet. The Domain Name System is a protocol within the set of the TCP/IP protocol suite
and is used for managing public names of web sites. One can always bypass a DNS lookup by
entering the Internet Protocol (IP) address directly into a browser.

A firewall is a hardware or software network infrastructure that controls data flow access
among network entities. The firewall is mainly used to offer protection and limit access to a
network. The ideal firewall system configuration consists of hardware and software

components.
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A client-server refers to a software network architecture system where clients request
information and servers perform tasks in order to provide the information. At least one
server machine is required as a prerequisite for the client-server architecture. The main
difference between server and clients is that servers share their resources, whereas clients

do not. %

(Client) - oa
Web server

Computer

Database server

B Database client
. . 21
Figure 1.3: Client Server example

" Example 1.17: Figure 1.5 depicts a client server example that includes a client
computer running a web browser (Internet Explorer, Firefox, Chrome etc.) and a
server computer running a database server. The user on the client computer needs
to access the bank central server. In order to do that, the web browser of the client
sends a specific request to the web server of the bank. The web server receiving the
request needs to access the central database of the bank and sends its own request
through the database client. The requested information is then returned from the
central database to the database client and from the web server to the client
through the web browser. /

[ ——————————
B e

1.2.3 Social and ethical issues associated with a networked world

Exit skills. Students should be able to':

; ' Give the precise meaning of IT subjects of social and ethical signifieance.

' Develop a balanced and thorough review of a given scenario that involves social and

. ethical issues.
Explam the effects that are assocuated wuth continued developments infk.

Issues of social and ethical significance can arise whenever information technology is used.
These issues have positive and negative ethical and social impacts. Many people can be
affected and it is sometimes difficult to identify the person who is to be held responsible. An

20 Client—server model. (2014, October 7). In Wikipedia, The Free Encyclopedia. Retrieved 18:09,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Client%E2%80%93server_model&oldid=628622834
2 Experts you should follow. (n.d.). Retrieved November 23, 2014, from
http://www.wikianswers.com/Q/In_a_client_server_environment_what_is_a_server




introduction of a new system may affect the life of thousands, millions, or even billions of
users (take for example the Internet). The IT subjects of social and ethical significance are*:

Reliability, which refers to how well an IT system functions. Computer failures cause
data loss, time loss, money loss, injury or even death. The reliability of IT systems
determines confidence in their value.

Integrity, which refers to protecting the completeness and accuracy of data. Data
lacks integrity if it is incomplete, out of date, or has been purposely or
unintentionally altered.

Inconsistency. Problems may also arise if information is duplicated in a database and
only one copy is updated, causing inconsistency (e.g. telephone field).
Security, which refers to the protection of hardware, software, peripherals and

computer networks' from unauthorized access. Biometrics, proprietary tokens,
passwords, firewalls, and locks are some of the most common security systems
placed to restrict access to IT systems. Authenticity, which involves a person proving
their identity to gain access to a computer system beyond reasonable doubt. It is
important to mention that requiring more than one independent factor increases
the difficulty of providing false credentials.”®
Privacy, which is the ability to control how and to what extent data is used and
disseminated to others. It includes issues such as: how long data is stored, who has
access to the data and how the data is used.

°*  Anonymity. Privacy becomes
anonymity when, for instance, an
individual uses an IT system to conceal
his/her true identity in order to cyber-
bully another person, commit illegal
actions or crimes, hack computers,
commit terrorism etc.

! e Intellectual property, which refers
Image 1.10: Anonymity to ideas, discoveries, scientific
endeavours, photographs, films, essays,
and art works. Copyright laws are designed to protect intellectual property from
unauthorized and illegal reproduction. Modern “copy and paste” and file-sharing
practices and devices make it easy to break copyright laws.
The Digital Divide and Equality of Access. The growth and the use of IT systems have
not developed at the same rate for everybody in all parts of the world, or in all areas
of the same country. Even within advanced countries there are people who lack
access to IT infrastructures, and online services. Economic costs, financial costs, lack
of literacy, lack of language skills (English) and lack of basic resources such as
electricity are the main reasons that sustain the digital divide.

22IBDP, 2010, ITGS Guide, International Baccalaureate Organization.

% Multi-factor authentication. (2014, November 6). In Wikipedia, The Free Encyclopedia. Retrieved
18:12, November 23, 2014, from http://en.wikipedia.org/w/index.php?title=Multi-
factor_authentication&oldid=632725562
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Useful Information Multi-factor authentication (MFA) is an authentication
technique used to control computer access. A user can enter by exhibiting
authentication factors from at least two of the three categories:

Surveillance, which involves using IT to monitor individuals or groups of people
either with or without (also a privacy issue) their knowledge or permission.
Governments, law enforcement, private groups, employers, traffic control etc. may
perform surveillance.

Globalization and Cultural Diversity. IT helps to diminish the importance of
geographical, political, economic and cultural boundaries while speeding up the
global spread of political, financial, sport and cultural news. Traditional cultures and
values may diminish gradually over time.

e Something you know. Knowledge factors ("things only the user knows"),
passwords

e Something you have. Possession factors ("things only the user has"), ATM
cards

e Something you are. Inherence factors ("things only the user is"), biometrics g

e e e e e e e - e - . e A m am e e e e

IT Policies. Policies are enforceable procedures and measures that promote the
appropriate use of computers, networks, information systems and technologies.
Governments, public authorities, local authorities, businesses, private groups or
individuals are developers of various IT policies. The fast pace of Information
Technology progression means policies often quickly made obsolete.

Example 1.18:

Question: s it possible to use two or more authentication methods to control a
computer access?

Answer: Yes, multifactor authentication technique is used when there is a need for

advanced security.



Standards and Protocols, which are predefined technical rules and conventions that
developers of hardware and software should follow. Standards and protocols allow
for compatibility, facilitate communication and interoperability. They are needed to
ensure different systems are compatible with each other (examples: GIF, USB, ASCII
etc.).

People and machines. Internet addiction is a social impact. The use of Al in military
or law-enforcement situations is also an issue of social concern. This subject
analyzes all aspects of the interaction between IT and humans.

Digital Citizenship, which covers appropriate behavior in a digital world. Appropriate
behavior includes using IT ethically, in a way that respects society, the law and does
not expose any person to threats, danger, or a contravention of their human rights.

Computer Science (CS) issues
CS situation
CS scenario

Social impacts Ethical issues

stakeholders responsibility

pros/cons accountability
alternative solutions policies

feasible solutions rules
decisions

consequences

Figure 1.4: A possible diagram to be used when anlysing different CS and IT scenerios

The followmg tables |Ilustrate some very 5|mple examples An IT system has pros and cons.

| : use : o Positlve Effects S
Constant exposure to commumcatlon e C|t|zens better informed about the
technology world
Internet °  Email, WWW

Use of smartphones * Use of useful applications (GPS

e Easier communication in emergencies

application for example)

Gaming ° Better hand-eye coordination

Mobile phones (children, elderly)

° Easier communication with family

° Easier communication in emergencies

e .  Negative Effects e
Constant exposure ° Psychological |mpacts such as stress, poor concentratlon and
to communication short attention span

technology ° Obstacle to personal one-to-one relationships
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e Neglected real life
e Social media obsession

Internet addiction

e Anxiety

Use of smartphones .
® |ncreasing expense of hardware

e Lower levels of concentration because of lack of sleep
Gaming addiction e Social desensitization
e Neglected education and personal development

Overuse of mobile | e Possible health consequences
phones e Possible car accidents

B = Tt T e e e R

Example 1.19:

Question: There is a vast amount of scientific information and educational material
available on the WWW. Discuss the advantages and disadvantages of students
having unrestricted and unsupervised access to a PC that is connected to the

Internet.
Answer:
® Pros:
o Allows students to learn at their own speed
o Allows students to access information to help with their studies
o Allows students to access educational videos, podcasts, etc.
o Facilitates communication
e Cons:

o Some sites do not give accurate information

o Some sites encourage and facilitate illegal or inappropriate
activities (illegal downloading of videos, photos or music, ordering
drugs, watching pornography)
Some sites facilitate plagiarism or cheating
Usually students that spend too much time on the Internet are
deprived of “real” social contact and social skills

o Typing and using the computer display for prolonged periods of
time may cause health problems such as RSI or eye problems

o — - —
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System design and analysis

1.2.4 Relevant stakeholders when planning a new system

Exit skills. Students should be able to

| Give the precise meaning of the terms end-user and stakeholder.

 Distinguish between the end-user and the stakeholder in a given scenario.
}1 Outline the role of individuals when planning a new computer system.

et e " — o —— " - - — — "




Stakeholders are individuals, teams, groups or organizations that have an interest in the
realization of a project or might be affected by the outcome of a project®. So, any person
who has interests in an existing or proposed information system can be described as a
stakeholder of the system. The end-user is the person who is going to use the product. A
relevant stakeholder can also be a frequent user of the current system. He/she will be able
to identify flaws and errors of the current system or inconveniences that he/she has spotted.
He/she will be able to propose some improvements that will be crucial to the update of the
system. The manager or supervisor of the procedure that the system performs may also
have some comments. Specialists who have dealt with a similar situation in the past can be
asked for their advice.

/ Example 1.20: \

Question: Most university students have computers with Internet access. The

WWW can be a useful resource when researching educational information for
classwork and homework and can be used to communicate by chatting online.
Discuss possible advantages to university students when chatting online.

Answer: One possible benefit for university students using the Internet for
chatting online is that they can exchange ideas, ask other students or scientists
questions about courses and lectures, and get answers or clarifications. Also, other
students may suggest useful sites to find educational material and scientific
information. Chatting on-line facilitates making acquaintances and connections
from all over the world (social and business networking). In most countries it is
considered a cheaper way of communication than using the telephone, since if the
user’s home is equipped with a broadband connection, a fixed amount is paid to
the Internet Service Provider (ISP) regardless of how long the user spends online

e - — - ——— - - -

+ (connected to Internet). i

1.2.5 Methods of obtaining requirements from stakeholders.

Exit skills. Students should be able to:

 Describe processes that involve surveys, interviews and direct observations.

' Distinguish between the different methods of obtaining requirements.
 Outline the role of different stakeholders during the data gathering process.

** How to Identify stakeholders. (n.d.). Retrieved November 23, 2014, from
http://www.prince2.com/blog/how-identify-stakeholders
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Gathering various details about an existing system and obtaining stakeholder requirements

for a planned system, will involve®:

e Interviewing stakeholders. An interview is a direct face-to-face procedure that
focuses on obtaining reliable and valid data in the form of verbal responses from a
person or a group (group of stakeholders).

o Structured interviews are strictly standardized and prescribed. A set of
prepared questions is presented in the same manner and order to each
stakeholder.

o Unstructured interviews are flexible. Stakeholders are encouraged to
express their thoughts and personal beliefs freely.

An interview is a time-consuming
conversational process that allows the
interviewer to clarify questions and to observe
verbal and non-verbal behaviors of the
stakeholders. A  disadvantage is that
unstructured interviews often yield data too
difficult to summarize, evaluate or perform
any form of statistical analysis on them.

Image 1.12: Interview

* The use of questionnaires is effective when the questions are carefully constructed
so as to elicit unambiguous responses. Survey methodology refers to a domain of
applied statistics that focuses on taking samples from a population, as well as
improving on the various data collection techniques (e.g. questionnaires).ze

Closed or restricted questionnaires involve "yes" or "no" answers, short response
questions and box checking. Such a questionnaire facilitates statistical analysis,
tabular presentation of data, and summarizing processes.

Open or unrestricted questionnaires involve
free response questions but allows for greater
depth of responses from the stakeholder. Such
a questionnaire is difficult to interpret or
summarize and makes statistical analysis
impossible. '

Questionnaires  guarantee  uniformity  of

questions and therefore yield data that is easier

Image 1.13: Questionniaire comparable than information obtained through

% Data Tools. (n.d.). Retrieved November 23, 2014, from
http://www.okstate.edu/ag/agedcm4h/academic/aged5980a/5980/newpagel6.htm

% Survey methodology. (2014, August 18). In Wikipedia, The Free Encyclopedia. Retrieved 18:13,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Survey_methodology&oldid=621707547
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an interview. It is a time-saving, cost-efficient method to obtain data and reach a lot

of stakeholders quickly. However, respondents’ motivation is difficult to assess and
stakeholders may not respond at all, answer only some questions, or misinterpret
the question.

Direct observation of current procedures involves spending time in different
departments. It is considered as a time-and-motion study that can show where
procedures and processes could be made more efficient, or where possible
bottlenecks may be present. Direct observation makes possible the collection of
different types of data and information. Being on-site over a period of time
familiarizes the analyst with the case study, thereby facilitating involvement in all
activities and processes. Observation is independent of user bias but is a time-

consuming method.

However, people sometimes change their behavior when they know they are
observed. The term “Hawthorne effect” is used to describe situations where workers
better perform when they know that they are participating in an observation
process.”’

Example 1.21:

Question: Suppose a supermarket wants to develop a new system for online
ordering with free delivery. Who are the stakeholders? ’

Answer: System owners, system users (clerical employees, service workers,
technical staff, professional staff, customers, suppliers), system designers (security
experts, database administrators, web architects), system builders (application
programmers, network administrators), system analysts, system testers, etc.

1.2.6 Appropriate techniques for gathering the information needed to arrive at a

workable solution

Exit skills. Students should be able to':

| Describe processes that are involved to arrive at a workable IT solution.

Describe methods and techniques used to examine current systems, competing
 products, organizational capabilities and the use of literature searches. !
ffDistinguish between the different methods for gathering data and information.

Examining current systems is a process that involves the detailed examination of the current
system, analysis of its functions and procedures, studying the business and system

*’ Hawthorne effect. (2014, November 9). In Wikipedia, The Free Encyclopedia. Retrieved 18:14,
November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Hawthorne_effect&oldid=633077463
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documents such as current order documents, logistics documents, and computer systems
procedures and reports used by operations and senior managers.

According to Auston et al (1992) literature search refers to the identification, retrieval and
management of various sources in order to find information on a topic, areas that might be
interesting for further studies, derive conclusions, as well as develop guidelines for

practices.”®

Nowadays the most efficient way to identify published studies and to search for specific
information is with the use of online databases, search engines etc.

Examining competing products may include the analysis of competitive factors, their
benefits, vulnerabilities, successful characteristics, the breakthroughs that they introduce,
their design features as well as the users’ and stakeholders’ acceptance.

Example 1.22:

I Question: Compare unstructured interviews and restricted questionnaires as
methods of data collection.

Answer:

Interviews Questionnaires
More complete data can be collected | A lot of people can be reached in a
i short period of time
It is a time consuming method A lot of employees may not respond
Clarifications may be given Easy to perform statistical analysis

Example 1.23:
Question: State three possible ways to conduct surveys.

Answer: Online, face-to-face and telephone surveys.

During the analysis and design phases all critical organizational capabilities that are essential
to support effective planning and developing of the new IT system should be identified. A
successful IT system should result in a competitive advantage. According to Hall (2011)
organizational capabilities such as sense-making, decision-making, asset availability, and
operations management are completely associated with effective implementation of an
information system, which in turn positively affects organizational performance. Information
systems used in modern companies play a critical role and most companies use data and

% lone Auston, MLS, Marjorie A. Cahn, MA, Catherine R. Selden, 1992, MLS, National Library of
Medicine, Office of Health Services Research Information, prepared for Agency for Health Care Policy
and Research, Office of the Forum for Quality and Effectiveness in Health Care, Forum Methodology
Conference. December 13-16, 1992. Retrieved November 23, 2014, from
http://www.nlm.nih.gov/nichsr/litsrch.html.



information as assets to gain competitive advantage. We should keep in mind that a modern

information system should be planned to®:

® increase client trust

e preserve brand strength

° preserve organization reputation
° maintain corporate resiliency

* enhance organizational piece

1.2.7 Suitable representations to illustrate system requirements

Exit skills. Students should be able to':

| Develop system flow charts, data flow diagrams and structure charts for a given

scenario.
' Distinguish between different diagrams used in computer science.
| Suggest the optimal way to represent system requirements.

System requirements are specified through a document called a requirements specification
document. This document defines the specific customer requirements of a computer
system. It is included within the system analysis and may be later used to test the system,
after implementation, in order to evaluate it.”

Before proceeding with the various representations that are used to illustrate system
requirements, it is very useful to examine the types of processing.

Types of processing: According the IBDP Computer Science Guide (2004)® there are three
types of processing. The following table contains the equivalent definitions:

‘ | Data processing performed by a single processor
el e n i iadi B through the use of equipment that it controls. For
| example: airline reservation.

Data processing performed on-the-fly in which the
| Real-time processing | generated data influences the actual process taking
place. For example: aircraft control.

| Data processing performed on data that have been
| Batch processing | composed and processed as a single unit. For example:
| payroll.

2 Examining Impacts of Organizational Capabilities in Information Security: 2011, A Structural
Equation Modeling Analysis by Hall, Jacqueline Huynh, Ph.D., THE GEORGE WASHINGTON
UNIVERSITY, 2011, 204 pages; 3449269. Retrieved November 23, 2014, from
http://gradworks.umi.com/34/49/3449269.html
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Example 1.24:

|
i
|
i
1
i
1
i
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System flowcharts

A system flowchart refers to the description of a data processing system, including the flow
of data through any individual programs involved, but excluding the details of such
programs. System flowcharts are frequently constructed during analysis activities and
represent various computer programs, files, databases, associated manual processes, etc.
They are able to show batch, real-time and online processing, and they are the only way to

refer to hardware.

Question: State two applications of real time processing.

Answer: Aircraft control, heart-rate monitoring.

e ot Sl

ACTION OR PROCESS INPUT OR OUTPUT DEVICE DOCUMENT
ANNOTATION LINES CROSSING LINES JOINING
DATA FLOW DATA FLOW DATA FLOW
’% —“——n
— < < >
TAPE DISK ONLINE STORAGE

-

_(

COMMUNICATION LINK (TWO WAY UNLESS INDICATED)

o

Table 1.1: System flowchart symbols




Example 1.25: The following system flowchart describes the hardware and software
components of a system that is used to extract upcoming client birthdays from an

online database. A computer program, “Calculate”

, reads the clients’ file (“Clients”)

from the online database and writes the names to a new online file called “Birthday”.
The date is entered through a keyboard. All errors are sent in an error report to a

monitor.

Date/keyboard

Clients/online
database

ey Calculate

v

Birthday/
online
database

/ Error report/ monitor

Example 1.26: (System flowchart) During the preparation of the monthly payroll run,

the hours of each employee are entered through a keyboard. A validation and a

verification process takes place. The name of this process is “Check”. After this

process data is stored in a transaction file on a local hard disk. If the “Check” process

finds errors an error report is sent to a monitor. The “Calculate” program reads the

transaction file and updates the master file, held on an online magnetic disk. All

transfer details are stored on a magnetic tape and all pay slips are printed. A printout

for each employee is created.

Hours/keyboard

N

i~

Transaction

Check

file/hard disk

N/

Calculate

i

Master
file/ on line

storage

=

Error report/

monitor

Bt

Pay slips /printer

/
/

Transfer
details/

tape

!

Printouts for each

employee




Data Flow Diagrams (DFD)

A DFD may usually be used to describe the problem to be solved (analysis). A DFD shows
how data moves through a system and the data stores that the system uses. A DFD does not
specify the type of the data storage and the type of data.

Process
An operation performed on the data Calculate
VERB o

Data flow
Direction of data flow Name
NOUN

Data store
File held on disk or a batch of documents Details
NOUN

External entity
Data source or destination Person

NOUN B

Example 1.27: (use of a DFD). Drivers can apply to renew their driving license usinga
specialized national web site. Drivers input their personal details and various checks ‘
are made to ensure that the driver has all necessary qualifications (age and medical
examinations). If the results are acceptable the online application is approved
otherwise it is rejected.

Drivers with valid age

Valid or invalid 'L T Driver details

A( Check age and

Driver : et . .
Details L examinations

Valid or invalid med. exams T ,L Driver details

Result of

| Driver

application

Drivers with valid
medical examinations

Structure charts
A structure chart describes functions and sub-functions of a system, as well as the

relationships between modules of a computer program. The organization of a structure
chart is straightforward, allowing the analyst to split a large problem into smaller ones. Each
module performs a specific function and each layer in a program performs specific activities.
A structure chart makes the modular design development much easier.

Modular design is the process of designing system modules individually and then combining
the modules to form a solution to an overall problem.



Example 1.28: (use of a DFD). Students applying for a scholarship complete an online
application form. The institution checks the student’s marks with the help of an
external consultant and contacts the student’s school to confirm their grades. A
decision is then made to approve or decline the scholarship application.

External consultant database

‘ S
Rating Mark details
) 4
i Approved
Student Details = Approve = Student
‘ or not
Confirmation of marks . l, Student’s details

School’s database

h—————————_—-———————————————-————’

Figure 1.5: A structure chart

The following terms are closely related to modular design and were present in the
previous CS IB guide (2004)>:
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* Top-down design or “stepwise refinement” is a software design and problem solving
technique that involves the partition of a problem into smaller sub-problems. Each
sub-problem is further broken down until all sub-problems are detailed enough and
no more partition is required. Programmers are able to attack its sub-problem and
develop the equivalent programming code.?

° Pseudocode is an artificial language that is not directly related to any particular
hardware and is used to describe algorithms. Pseudocode does not follow the
grammar of any specific computer language and requires conversion to a computer
language before the resulting program can be used.>
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e Module is a complete and independent part of a program or an algorithm.z

e Modular programming or “Modularity” is the method of partitioning a computer
program into separate sub-programs. The main advantage is that each sub-program
can be easily modified and maintained without the necessity to alter other sub-
programs of the program.’

e Modular language is a language that supports modular programmlng

Example 1.29:

- - -

]

i

i

1

! Question: State two high-level computer languages that support modularity.
:

i

: Answer: Java, JavaScnpt

1.2.8 Purpose of prototypes to demonstrate the proposed system to the client

Exit skills. Students should be able to':

Explain the need of prototyping during the design stage
Describe the need for user/client feedback.
Explain the need for effective collaboration

There are many advantages to creating a
prototype. A prototype is either a working
or non-working preliminary version of the
final product or a simple version of the final
system that is used as part of the design
phase to demonstrate how the final product
will work.

A prototype:

e Attracts the attention of the client,

since it encourages them to use it and “geta
GUI PROTOTYPING feel for it”

e Provides just enough of the concept

Image 1.14: Prototype creation
for the investors to decide if they want to

fund the full production or not
e Encourages active participation between users and developers
e Gives an idea of the final product |
e Helps in the identification of problems with the efficiency or the design
o Increases system development speed




Example 1.30:

Question: A robot company develops various robotic systems. In most cases a test
prototype is produced.

1. Suggest a situation where the development of a prototype is justified and
needed, and a situation where the development of a prototype will not help

2. Suggest an alternative testing method

Answer: Answers may include:

for sale to the general public in large quantities; all these can be produced easily.

1.b. A prototype will not help: A robot that will carry out dangerous tasks in a
nuclear reactor, a robot that will be used in a specific space mission. Justification:

Immediate need, time and money taken to produce and test a prototype may be
considerable, special operational circumstances unable or too dangerous to be
reproduced.

2. Computer simulation that will be based on detailed mathematical models. Use

]
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1l.a. A prototype will help: Robotic cleaner, robotic kit (LEGO NXT), robotic |
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of the computer simulation for testing purposes. '
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: lawnmower, security robots. Justification: All these robots would be developed
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Explam the uﬁportance of iteratlon during the system and software Ilfecycle
ain the importan

Iteration refers to the repetition of a set of instructions for a specific number of times or
until the operations yield a desired result?. It is impossible to design a system, an interface or
software that has no initial functional or usability problems. During the design process, the
designers of the product may have to step back several times and reconsider choices they
have made. Even the best designers cannot design perfect products in a single attempt, so
an iterative design methodology should be adopted. As they proceed to decide how the
product will finally look and function, they may stumble on several difficulties or
inconsistencies that will force them to return to previous steps or versions and modify them,
or even start the process from the very beginning. Iterative development of software
involves steady improvement of the design based on various evaluation and testing methods
(e.g. user testing). Hence, to make sure that everything works as it should, the producer may
have to run through the process again and again.




Useful Information: It is a good idea to read the article: “Iterative user interface
design” by Jacob Nielsen. Originally published in IEEE Computer Vol. 26, No. 11
(November 1993), pp. 32-41.

http://www.nngroup.com/articles/iterative-design/

1.2.10 Possible consequences of failing to involve the end-user in the design
process.

Exit skills. Students should be able to':

i Explam the |mportance of end-user mvolvement durmg the deslgn stage.

| Identify possible consequences when the end-user does not actlvely participate in the : ’:
 design process. A |
Dnscuss the |mportance of clearly defmed goals

For a system to be successful, the analysis and the designh must involve all key stakeholders
including the client (the person or organization paying for the project) and the end users
(people who will use the system). Involvement, collaboration and active participation are
critical because a project with poorly-defined stakeholder goals is unlikely to be successful.
The developed system may either solve a different problem, or deal with issues that are
outside of the project’s scope.

‘_..__.__._._..____....._....__....—_.._..._.._..__e_..________...._......_._._...._

-~
-

Example 1.31:
Question: A school saves its student records and files on paper, which are kept in file

cabinets. The school hires a system analyst to help on the computerization and
automation of the file storing process. Explain why the school administration has to
work together with the analyst to define the problem accurately.

Answer: The school administrator is the expert on the problem, while the system
analyst is the computer expert and responsible for the analysis phase. Both parties
need to collaborate to come up with a clear and precise definition of the problem.
They have to predefine the outcomes and the criteria of success so that when the
system is realized there is a concrete set of criteria to use for evaluation.

O oy s
\5—-—__—«-—————————--———-_—

h_._..__..-.__-____-_.-___..._..__..—_.___..____._...—_..._____,__._._.__._._

1.2.11 Social and ethical issues associated with the introduction of new IT
systems

Exit skills. Students should be able to':

Explam the |mportance of the mtroductuon of new IT systems.

' Analyse the social and ethical issues that relate to a given scenario.
| I‘dentify possible consequences associated with new IT systems.




T
significance.

p: It would be a good idea to revise section 1.2.3 - IT subjects of social and ethical

[
L}
I
t
\

Automated Teller Machines (ATM) replaced bank tellers, E-pass systems replaced highway
toll collectors, internet travel sites replaced small travel agencies, automated voice systems
replaced service representatives, email replaced mail carriers, voice recognition systems
replaced typists, and reporters are being replaced by blogs and “citizen journalists” and
social media users. Machines are replacing humans in countless tasks, forcing millions of
individuals into unemployment. A counterargument is that jobs don’t vanish, but change.
Finally, advances in robotics and artificial inteligence may eventually replace an increasingly
large amount of workers with smart robots. This could create social disturbance similar to
that during the Industrial Revolution (when the introduction of machines had a similar
impact on society).

Image 1.15: A robot

Introducing new information technology systems and applications (or constantly developing
old ones) certainly has a great impact on society and starts to pose ethical questions about
the extent to which this uncontrollable development can or should continue. Take the
creation of Facebook and Twitter, for instance. These social networks became increasingly
popular, penetrating users’ social and personal lives, ultimately becoming a vital component
of them. Facebook changed the way social interractions occur. It is important to mention
that social interaction is also an essential element of social change that affects ideas, beliefs,
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moral values etc. Other IT developments may have a more indirect social impact, but still,
since the primary purpose of developing information technology systems should be to
improve human life, this impact should be examined.

Continuous development of computerized systems may absorb people and cause them to
drift apart from the physical world and become enclosed in virtual environments.
Participation in virtual environments may completely disorient some users. In addition,
automated environemnts, such as the “smart home” ,which takes care of everyday tasks like
checking the refrigerator contents and making appropriate orders of supplies, may deprive
people of socialization and interaction opportunities that these tasks once offered to them.
Considering these possible outcomes, further moral and ethical questions arise.

A surprising finding is that in a business environment, the introduction of a new improved
information system often places more stress on the personnel because they have to study,
learn, and familiarize themselves with the new system while completing their regular duties.

The extent to which IT advances are benefical must be determined in order to be sure that it

will not affect human society negatively.

Human interaction with the system

1.2.12 Usability

Exit skills. Students should be able to':

Give the precise meaning of the term usability, ergonomics and accessibility.

Accessibility refers to the potential of a service, product, device or environment to serve and
meet the needs of as many individuals as possible. A system characterized by high
accessibility can meet the needs of many people, while a system with low accessibility
presents barriers to specific groups of people. Frequently, accessibility is studied in parallel
with disabled people (people with special needs) and the use of various assistive
technologies.*

Usability refers to the potential of a product, application or website to accomplish user
goals. The term is not limited to computer science but extends to other products and
services of all kinds. Factors that influence usability are described in section 1.2.13. Usability
relates to effectiveness, efficiency and satisfactionin a specified context of use. ™

30 Accessibility. (2014, September 22). In Wikipedia, The Free Encyclopedia. Retrieved 18:19,
November 23, 2014, from http://en.wikipedia.org/w/index.php?title=Accessibi|ity&o|did=626601064
31 Usability. (n.d.). Retrieved November 23, 2014, from
http://searchsoa.techtarget.com/definition/usability




Ergonomics or human engineering refers to the design of safe and comfortable products,
systems or processes, specifically for people. For example, computer hardware, such as
keyboards, are shaped by ergonomic consideration in order to improve users’ comfort.*?

1.2.13 Usability problems with commonly used digital devices

Exit skills. Students should be able to’:
1 Explain the effect of psability problems.
sability problems in modern devices.

 Identify u

Students should analyze the overall usability of a device using the eight quality components

of usa biIity33’ .

Complexity/Simplicity: Amount of effort to find a solution or get a result.
Effectiveness: Comparison of user performance against a predefined level.
Efficiency: Task completion time after the initial adjusting period.

Error: Number of errors, type of

ol

errors and time needed to
recover from errors.

5. Learnability: Time used to
accomplish tasks on the first
use.

6. Memorability: Time, number of
button clicks, pages, and steps
used by users when they return
to the device after a period of
not using it.

7. Readability/Comprehensibility:
Reading speed.

8. Satisfaction: Attitude of users
toward applications after using

them; i.e. if users like it. Image 1.16: Usability problems with different devices
USABILITY PROBLEMS — DIFFERENT DEVICES
GPS/navigation systems

1. Small screen.

2 Ergonomics. (n.d.). Retrieved November 23, 2014, from i
http://www.webopedia.com/TERM/E/ergonomics.html o
=4 (n.d.). Retrieved November 23, 2014, from http://userpages.umbc.edu/~zhangd/Papers/IJHCl1.pdf

** Nielsen Norman Group. (n.d.). Retrieved November 23,2014, from
http://www.nngroup.com/articles/usabiIity-101-introduction-to-usability/
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Low-quality speakers.

Antenna with poor performance that makes it difficult to receive a satellite signal.
Inaccurate geographical data.

Outdated street data.

Inefficient routing software.

TABLETS

oA WwN e

Accidental touches leads to undesired selections.

Difficult to learn different gesture features’ of various manufacturers.
Bad or poor scaling and zoom control.

Difficult-to-use control features.

Small side buttons.

Poorly written instructions.

Game consoles

e

PCs:

£ W R

Some portable game consoles have relatively small screens.
Buttons may be too small.

Difficult to use outdoors (insufficient brightness).

Short battery life.

Excessive keyboard use may lead to RSI (Repetitive Strain Injury) syndrome.
Excessive use of a large, bright screen may cause eyesight problems or tire the eyes.
Poor room lighting conditions may lead to distracting reflections on the screen.

The mouse of a PC is designed for right-handed people, making its use difficult for
left-handed people.

Digital Cameras:

L

4,
5.

Incorrect calibration of touch screen menus.
The need to hold the camera vertically, does not allow convenient navigation
through the touch-screens. An auto rotate screen option would increase usability.
If a camera does not have a flash capability or it is equipped with an inadequate
flash, then the user has to purchase and carry an extra hardware component.
The buttons are too small, making it difficult to push them.

Some cameras require specific software to connect them with a computer and store
or transfer files (no drag and drop files option).

Mobile phones

1.

2.

The keyboard of a mobile phone is very small and as a result many novice users
elderly people or users with bad eyesight struggle to use it.
Some users don’t really need all the special features; they just need a basic device

for calls and SMS messaging.




MP3 Devices:

Tiny buttons.

Insufficient memory.

Fragile.

Lack of a screen in “micro” or “shuffle” devices.

Overall usability can be improved by use of NLP (natural language processing) and
making the overall interface more intuitive, so that even people not familiar with

Al

technology can use them.
6. Use of acceleration sensors or gesture control to enhance functionality (e.g. shaking
the device to change the song).

o . dn - e e o e e S m e e en e W e M e A e mm e e a e e e b e e A e M M A e e e . .

/' Example 1.32: v
Question: Tablets are often too small to have a usable virtual keyboard. Most of

them provide the option of handwriting recognition for input. Discuss whether this
input method is convenient for tablets.

Answer: Handwriting recognition is a suitable form of input on tablets as it is
quicker and easier for the user. This means that the touch screen on tablets can
have smaller dimensions than a keyboard, allowing the whole tablet to be smaller.
On the other hand, handwriting recognition is not always accurate and it takes time
to train the software to understand a user’s handwriting. Also, a user’s handwriting
may be different in difficult and demanding circumstances, for example when
writing quickly or writing on a moving bus. In most cases the tablet would still
require an alternative input method (such as the small virtual keyboard) to input a
word if not successfully recognized using handwriting recognition.

Example 1.33:
Question: State some health and safety issues that secretaries and typists (keyboard

operators) should be aware of. Suggest measure that can be taken to improve the
working conditions.

Answer:

° |ssues: RSI, dry eyes, back problems, headaches

' * Measures: regular breaks, properly-designed chairs, wrist supports /

1.2.14 Methods that can be used to improve the accessibility of systems

Exit skills. Students should be able to':

' Explain the importance of accessibility.
| Identify how different devices improve accessibility.
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Useful Information: A keyboard that is mounted too high to be used by children lacks
accessibility. A laptop that weights 20 kilos is not portable. These are straightforward
examples. The following notes focus on methods that make the use of IT easier for

disabled individuals.
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- - - -

The World Health Organization (WHO) suggested the following definitions>*:

“Impairment: a loss or abnormality of psychological, physiological, or anatomical
structure or function.

Disability: any restriction or lack (resulting from an impairment) of the ability to
perform an activity in the manner or within the range considered normal for a
human being.”

Some critical aspects to consider when evaluating the accessibility of an IT system

(according to Burgstahler, 2012)*:

1. Visual impairment, from blindness to colour vision deficiency

Input methods and devices:

Braille input devices are available. Most blind people or seeing-impaired use touch
type with standard keyboards.

Output methods and devices:

Speech output devices can read the screen text. Screen readers are commonly used
to convert text to speech using speech synthesizers. A braille display is a device that
allows for braille characters to be displayed using pins, in order for blind users to be
able to read text.’” For people with colour blindness the capability to adjust the
colour of the display or change the background and foreground colours is also of
great value.

Hearing and speech impairments

Input methods and devices:

No problem with commonly used devices

3> UN Enable : First 50 Years : Chapter Il - What is a disability? (n.d.). Retrieved November 23, 2014,
from http://www.un.org/esa/socdev/enable/dis50y10.htm

25 Adopted by: Burgstahler, S., 2012, Working Together: People with Disabilities and Computer
Technology, Retrieved November 23, 2014 from
http://www.washington.edu/doit/Brochures/Technology/wtcomp.html

37 Refreshable braille display. (2014, August 27). In Wikipedia, The Free Encyclopedia. Retrieved
18:20, November 23, 2014, from
http://en.wikipedia.org/w/index.php?title=Refreshable_braille_display&oldid=623037113




Output methods and devices:

Replace sound signals with visual effects. Use of subtitles to replace audio speech
track.

Cognitive Problems and learning disabilities
Input and output methods and devices:

Special software that provides active participation, multi-sensory experiences,
strong interaction, positive reinforcement, personalized instruction, individualized
instruction, and repetition can be useful in skill building. A basic word processor can
be a useful tool for persons with dysgraphia or dyslexia.

Mobility impairments, limited hand mobility, Parkinson disease
Input methods and devices:

Specialized disk guides can assist while inserting and removing CDs, DVDs, diskettes
etc.

Disabled people that cannot use a normal keyboard can instead use a pointing
device to press keys and control a personal computer. Mouth and head-sticks can
also be used to control a personal computer if needed.*

Left-handed and right-handed keyboards are available for individuals who lack one
arm or who have lost the ability to use one arm, and those who have fine motor
control but lack a range of motion great enough to use a standard keyboard or
suffer from severely reduced strength. These keyboards provide more efficient key
arrangements than usual keyboards designed for two-handed users. '

Track balls and specialized input devices such as wearable computer interfaces can
replace mouse and keyboard. Modified gloves are wearable computer interfaces
that facilitate people with mobility

W impairments.
¢ b For individuals who cannot move
'f . their fingers independently, all fine

motor skills will be affected. They
may not be able to use conventional
keyboards or keypads, etc. Some
special devices and hardware
modifications completely replace

the common input devices (mouse,
keyboard) for individuals who
cannot operate these input devices.

Expanded keyboards equipped with

Image 1.17: Disabilities larger keys can replace usual
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Useful Information: The computer science department of the Colorado State
University is making an effort to provide accessible distance classes, and on campus
classes to students. http://www.cs.colostate.edu/accessi/?page=index

keyboards for users with limited fine motor control.

Scanning and Morse code input that emulate the keyboard are suitable for people
with severe mobility impairment or reduced ability to coordinate the movements of
the arms and hands.

In some cases, special knobs rely on a muscle whose action is normally controlled by
the individual’s will (voluntary control). To make selections, disabled users take
advantage of knobs activated by movement of the head, neck, finger, foot, lips,
tongue, breath, etc.

Another assistive technology includes the sip-and-puff (SNP), which can be used to
control using air pressure by inhaling and exhaling through a tube. Disabled users
input Morse code by activating specialized switches (e.g., a sip-and-puff mechanism
registers a “dot” with a sip and “dash” with a puff). A translation process converts
Morse code into a computer understandable form.*

Natural language processing, voice recognition and speech-recognition are emerging
alternatives for people with disabilities. These technologies allow disabled users to
interact with their PCs by speaking or spelling words.

People with mobility impairments can take advantage of word prediction software
that can reduce text input difficulties for commonly-used words. Word-prediction
software predicts entire words after several keystrokes and auto-completes users’
frequently-used words and phrases. This makes typing faster, and orthographically
correct, and thereby reduces effort.

Output methods and devices:
There is no necessity for different output devices.

- - -

1.2.15 Range of usability problems that can occur in a system

Exit skills. Students should be able to':

xplain the effect of us§bility problems : i s |
dentify usability problems in various systems.

38 Sip-and-puff. (2014, August 22). In Wikipedia, The Free Encyclopedia. Retrieved 18:21, November
23, 2014, from http://en.wikipedia.org/w/index.php?title=Sip-and-puff&oldid=622302284




If a website is difficult to use, or if a website fails to clearly state what a company offers and
what users can do, users will leave. If users get lost on various pages of the site then the

website will not serve its original purpose. If a site's information is hard to read, doesn't
answer users' key questions or contains irrelevant information, then the site has low or no
usability. If an interface is not appealing then it will not attract users. For websites that serve
e-commerce it is important for the users to quickly locate a product. Successful intranets
increase employee productivity and decrease time wasted.

Ticketing systems:

Important: Ticketing systems may refer to public transportation ticketing systems, to theater
ticketing systems etc. or to helpdesk software that tracks customer requests. (Known as

“support tickets”).

' Usablllty consuderatlcns e

a solution.

“ CompIeX|ty/ SlmpI|C|tyAmount of effort to find |

Unclear instructions on how to obtam
a ticket. Lack of built-in help.

Effectiveness: Comparison of user performance
against a predefined level.

Not abiding  to international
standards. Foreign people find it
difficult.

Efficiency: Task completion time after the initial
adjusting period.

Complicated site that makes user
perform unnecessary actions.

Error: Number of errors, type of errors and time
to recover from errors.

The user books more tickets than
he/she wishes and he/she has to
restart the booking process.

Learnability: Time used to accomplish tasks at
first use.

The first time someone enters the
site, gets confused and it takes
him/her some time to understand the
required procedure.

Easy to remember: Time, number of button
clicks, pages, and steps used by users when they
return to the device after a period of not using
it.

People get confused and it takes some
time to remember the required
procedure.

Readability/ Comprehensibility: Reading speed.

The font and the background selected
are not appropriate.

Satisfaction: Attitude and satisfaction of users
after using the application.

Unsatisfied customers because of

poor system.

0"”"9 Payroll systems:
. Usability quallty c°mPOnent S

a solution.

CompIX|ty/ Simplicity: Amount of effort to find |

__Usability considerations
Unclear instructions on how to
calculate taxes. Lack of built-in help.

Effectiveness: Comparison of user performance
against a predefined level.

The system is designed for another
country. Other systems have been
localized.
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Efficiency: Task completion time after the initial
adjusting period.

The system is not suitable for the
user’'s needs and he/she has to
perform a lot of modifications every
time he/she needs to use it.

Error: Number of errors, type of errors and time
to recover from errors.

No verification and validation rules.
Prone to errors.

Learnability: Time used to accomplish tasks at
first use.

The design of menus is not straight-
forward.

Easy to remember: Time, number of button
clicks, pages, and steps used by users when they
return to the device after a period of not using
it.

The interface is not intuitive

Readability/ Comprehensibility: Reading speed.

Hard-to-read interface.

Satisfaction: Attitude and satisfaction of users
after using the application.

Difficult to use, unhappy users.

It would be a good idea to read

' http://neoinsight. com/|nsnghts/arttcles/2009/05/16/usablhty-catastrophe -payroll-
calculator/ to understand more about how usability is very important.

Schedulmg systems:

" Usab|||ty quality component
Complexxty/ Simplicity: Amount of effort to find

a solution.

Unclear instructions on how to use the

Usablllty conmdérétnons e

system. Lack of built-in help.

Effectiveness: Comparison of user performance
against a predefined level.

Other applications have better

synchronization capabilities.

Efficiency: Task completion time after the initial
adjusting period.

System may be difficult to understand
making a simple task, like organizing
your schedule, complex.

Error: Number of errors, type of errors and
time to recover from errors.

Time to reschedule a
appointment (entry).

wrong

Learnability: Time used to accomplish tasks at
first use.

Complicated menus.

Memorability: Time, number of button clicks,
pages, and steps used by users when they
return to the device after a period of not using
it.

Difficult to remember the optimal way
to add a task.

Readability/ Comprehensibility: Reading speed.

Very small characters.

Satisfaction: Attitude and satisfaction of users
after using the application.

Ideal for another country' with
different  time/date/distance  unit
format.

Vo:ce recognition systems:
Usability quahty component

a solution.

Comlxnty/ Simplicity: Amount of effort to f|nd |

_Usability considerations

Lack of built-in help.

Effectiveness: Comparison of user performance
against a predefined level.

Other competing solutions produce

better results.




Efficiency: Task completion time after the initial
adjusting period.

]
Poor word-recognition performance.

Error: Number of errors, type of errors and time
to recover from errors.

Prone to errors.

Learnability: Time used to accomplish tasks at
first use.

It takes time for the software to
recognize the voice of a new user.
The user has to be very patient
during the initial use of the system.

Memorability: Time, number of button clicks,

Sometimes the software needs
pages, and steps used by users when they return .
; ; L retraining.
to the device after a period of not using it.
Readability/ Comprehensibility: Reading speed. | N/A

The user needs to speak loudly,

Satisfaction: Attitude and satisfaction of users | which results in problematic and
after using the application. embarrassing situations when in
public places.

Systems that provide feedback:

Complexity/ Simplicity: Amount of effort to find

a solution.
9

Lack of intuitive interface.
No support of native language.
Difficult to obtain feedback.

Effectiveness: Comparison of user performance
against a predefined level.

Give incorrect or irrelevant feedback.

Efficiency: Task completion time after the initial
adjusting period.

Give feedback when the user can’t
use it.
Give feedback rarely.

Error: Number of errors, type of errors and time
to recover from errors.

Difficult to re-enter information after
a wrong input.

Learnability: Time used to accomplish tasks at
first use.

Difficult to learn.

Memorability: Time, number of button clicks,
pages, and steps used by users when they return
to the device after a period of not using it.

Difficult to remember.

Readability/ Comprehensibility: Reading speed.

Difficult to read the instructions.

Satisfaction: Attitude and satisfaction of users
after using the application.

Inconvenient interface, menus etc.

Tip: It would be a good idea to study some case studies from this web site:
http://www.usabiIityfirst.com/about—usability/usabiIity-roi/case-studies/

Also, read http://www.designprinciplesftw.com/ to learn the 10 usability heuristics

for user interface design.
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1.2.16 Moral, ethical, social, economic and environmental implications of the
interaction between humans and machines

Exit skills. Students should be able to*:

Explam the dlfference between ethlcs and moral
Identify moral, ethical, social, economic and environmental implications of the
interaction between humans and machines in a given scenario.
Develop a balanced and thorough review of a given scenario that involves moral,
* ethical, social, economic and environmental implications.

1{ Tip: It would be a good idea to revise section 1.2.3 - IT subjects of social and ethical
; significance.

Artificial Intelligence (Al) and robotics are two computer science fields that point towards a
very different future. A difficult question yet unanswered is: how can we replicate living
beings using silicon chips, computer networks, and software? Advances in Al make it possible
to predict that in the near future, computers will achieve a kind of intelligence. Artificial life
does not have two of the principal characteristics associated with organic planetary life. It is
not carbon and water based. Furthermore, has not evolved along with others forms of life.
Many scientists are concerned that advances in Al might lead to unpredictable and
dangerous situations with no human control over Al robots.

Imagine a situation where manipulation of sound, picture or video fools your senses to
experience something that has never happened. It is acceptable to watch a science fiction
movie or listen to digitally-augmented vocals, but it is unacceptable to blackmail someone
using a digitally-altered video.

i Useful Informatlon : Although ethics and morals both refer to “wrong and right” they
- should be considered under different frameworks. Religion, society, profession and family
- set the ethic framework, while one owns principles set morals

Despite predictions to the contrary, .T. has dramatically increased the amount of printed-
paper. Even when users are careful about printing, vast reams of paper ends up in the
recycling bin every day. Even recycling paper requires extensive use of chemicals and
energy. The environmental consequences should be considered when printing documents
from the computer. Furthermore, electronic waste contains lead, cadmium, mercury,
chromium, PVC, and other dangerous chemicals that end up in landfills causing poilution.

The digital divide exists not only between high and low income households but also between
countries. Laptops, tablets, smart-phones, interactive whiteboards, multimedia, wireless
technologies, search engines, social networks, file sharing, digital music and photography,
and other cutting-edge information technologies are part of everyday life for the fortunate,
but just a dream for many more. The consequences of the digital divide result in increasing
inequality and reduced opportunities for education, entertainment and income.

%9 Ethics vs. Morals. (n.d.). Retrieved November 23, 2014, from
http://www.diffen.com/difference/Ethics_vs_Morals




! Example 1.34:

Question: A hospital holds a lot of confidential information about patients. The
administration stores this information on a computer system. Explain the measures
and methods that the administration should take to ensure that such information

remains absolutely confidential.

Answer: Use of passwords, only qualified staff are allowed to access patients’ files,

use of physical locks, use of encrypted data, use of firewall, etc.
Example 1.35:

Question: A secret intelligence agency is highly concerned about security and keeps
biometric details of all visitors and personnel on a database system. The agency is
introducing the use of biometric features as a security measure and has recently
installed iris scanning and recognition equipment at the entry points of their

building. Describe any resulting issues.

Answer: Agents should be scanned at least once per working day and this may raise
concerns about their health. The long-term effects of daily scanning of

photographing a person’s iris are not yet fully researched. Social issues include

Example 1.36:

Question: Compare and contrast the suitability of humans and computers in

relation to various tasks.
Answer:

° Computers are more consistent than humans

° Computers are very good at repetitive tasks

* Computers can make precise calculations

¢ Computers can perform accurate calculations

* Computers can perform complex calculations

* Computers can process large volume of quantitative data in short periods of
time

°* Computers don’t need breaks

* Computers have the ability to work in conditions too dangerous for a human

°*  Humans adapt

° Humans can easily identify shapes

° Humans can easily process sounds
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Answer cont.:

e Humans can handle unexpected circumstances

¢ Humans can process qualitative data

* Humans have creativity

e Humans have emotions

e Humans have senses (debate differences from sensors)

Example 1.37:

Question: Some governments are introducing e-passports. Such a passport stores
personal and biometric data about the passport holder. What is meant by the term
biometric property? Give an example of a biometric property.

Answer: A biometric property of a person that can be used to identify him/her.
Facial structure, fingerprint, iris pattern, DNA profile and voice profile.

Example 1.38:
Question: Identify a mission that could be carried out by a robot.
Answer: Any of the following:

e Mission that requires consistent task completion

e  Mission that requires continuous operation

e Mission that is dangerous

e Mission that is repetitive

e  Mission that is unpleasant

e Mission that requires precise movement

e Mission that requires a robot able to operate in environments humans
cannot work in :

e Mission that requires robots to act faster than humans

e Mission that requires robots to provide increased productivity

Example 1.39:

Question: A chemical company decides to adopt a fully automated system. Before
the introduction of the new system the company reassigns daily tasks and
assignments to each worker. Describe the effects on the workers.

Answer:

e Administrators will be able to check up on their daily work through the new
system; good for some workers, not for others
* Anxiety about being made redundant

o e L S R e e e R i e e e - i il a2




Answer cont.: \

I

® Fear that they will not be able to cope with new system
, * Tedious tasks will be performed by the new system, not the workers
j e Various tasks may be made safer
e Workers will have to learn new skills
° New skills will mean better qualifications
® New skills will mean better salaries

Example 1.40:

Question: Why is working from home better than working from an office? Justify
your answer.

Answer:

° Economic issues and implications for the company
! o No need for large and expensive offices ;
o Lower utility bills !
o No need for parking fees
o Training costs (use of technologies)

e Social issues and implications I
o Global workforce |
o Group working can become difficult
o Employees lose social interaction
o More time can be spent with family
e Environmental issues and implications
o Less traffic and less pollution
e Moral issues and implications
o Harder to monitor what employees are doing
o Greater security issues (insecure home network and Internet
connection)
e Ethical issues and implications
o Some employees will need to take important decisions without the
presence of their coworkers
o Some employees will have difficulties keeping pace without
continuous supervision
o Employees feel like their own boss
° Health issues and implications for the employees
o Less stress
o Quality of life improved with peace and quiet

Example 1.41:

Question: A company decides to build a web-site for marketing purposes. An analyst
is asked to help. Explain what information the analyst must collect before the design
process.

Answer: Languages, format, possible colour scheme, information and data that the
site will include, internal and external links etc.




Example 1.42:
Question: State some new IT solutions in the Banking sector that benefit the client.
Answer:

e Mobile banking
¢  Online banking
e ATMs

Example 1.43:

Question: State some new IT solutions in the Banking sector that benefit the
employees.

Answer:

e Automatic validation and verification of transactions
¢ Online databases that do not allow duplicate entries
e Automatic balancing

Example 1.44:
Question: State some new IT solutions in the education sector that benefit students.
Answer:

e Use of simulation educational software facilitates the deeper understanding
of difficult concepts

e Use of tablets to better organize all resources and access multimedia
content

* Use of Learning Management Systems to collaborate with peers

Example 1.45:
Question: State some new IT solutions in the education sector that benefit teachers.
Answer:

e Spreadsheets could be used to effectively calculate grades
e Use of Smart Boards to enhance student participation and interest
e Use of online resources to enrich teaching material and content

Example 1.46:

Question: State one disadvantage of continuous development of computerized
systems.

Answer: The participation in virtual environments may completely disorient users.
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Chapter 2

TOPIC 2 — Computer Organization

» Topic 2 Computer organization?

Computer Architecture

2.1.1 The central processing unit (CPU) and its elements

Exit skills. Students should be able to':

Computer systems consist of hardware and software components and follow the concept of

the input, process, output and storage model. This means that a computer system takes in
some data as input, processes it in a manner that we have requested and outputs the result
in some way. During the processing phase, other data, may be needed apart from the
inputted. This data will exist in the storage of the computer system and will be used during
the processing phase. Furthermore, any new information that may arise from the processing
phase may also be saved in the storage.

- - = - - - - = = = = em = em mm e mm e e e e e e e e

+  Example 2.1: Imagine that we have a digital camera which is a sort of computer °
system. In order to take a picture the system, follows the input, process, output and
storage model.

The input is the pressing of the shutter button to notify the system that we want to
take a photograph. The process that the computer system performs is to capture
the light through the camera lens and transform it to create digital image. This
transformation requires instructions that exist in the storage. These instructions are

that we view on the monitor screen of the camera. This output is also saved on the

1

:

loaded and used by the processing phase. Finally, the output is the digital image I
i

I

i

!

storage (memory).

The input, process and output model is shown in Figure 2.1, outlining the felationship
between the components of a computer system. More specifically, a computer system
accepts data or instructions as input from an input device (from a keyboard, a sensor, a

! |nternational Baccalaureate Organization. (2012). IBDP Computer Science Guide




Output
(Information)

Figure 2.1: The input, process and output model

digital camera button etc.). Data or instructions are then processed by the computer system.
It may be the case that other data or instructions, apart from the input, are necessary during
processing. These exist in the storage and may be loaded and used. Finally, the computer
system outputs the processed data into information that we can see and use (using a
monitor, speakers, a printout, etc.). This output is also saved on the storage (memory).

Data or instructions that are processed by a computer system in the process phase of the
input, process, output and storage model are processed by the central processing unit (CPU).
The CPU is a hardware component of a computer system and can perform basic arithmetic,
logical or input/output operations, in order to process data from input devices into useful
information. The CPU is the “brain” of a computer system and can process data very quickly
but can only process data by following instructions — it cannot think for itself. The CPU can
also be referred to as the processor or chip. A block diagram can be created to represent the
elements that compromise it. This block diagram is shown in Figure 2.2. The CPU functions in
the process phase of the input, process, output and storage model. It retrieves and saves
data and information from and to the storage, which is the primary memory of the
computer system. Any data or information that is to be saved on or retrieved from some
storage medium (ex. hard disk, CD, DVD, floppy disk, USB stick) first has to pass through the
primary memory in order to be accessed by the CPU. As such, the CPU can retrieve data only
from the input or primary memory of the computer system.

The CPU contains the:

e control unit (CU)

» arithmetic logic unit (ALU)

»  memory address register (MAR)
- memory data register (MDR)

The control unit (CU) is responsible for the operation of the CPU. It controls the retrieval of
instructions from the primary memory as well as the sequence of their execution.




The arithmetic logic unit (ALU) performs all the basic arithmetic, logical or input/output
operations. The CU is responsible for providing the ALU with the data that needs to be
processed as well as the instructions of how the data should be processed.

As shown in Figure 2.2 the primary memory used as storage contains two types of memory -

The terms bit (b), Byte (B) and their multiples

Computer systems are binary systems. That means that all the data and instructions
that are stored in a computer system are stored in sequences of binary digits that can
take only two possible values, 1 and 0. Thus a binary digit (bit) is the basic unit of
information in computer systems and can have only two values: either 1 or 0. Eight
bits form a byte.

1 Byte = 8 bits

A bit is denoted by the small letter b, whereas a byte is denoted by the capital letter
B. Thus, 1B = 8b. One byte can store a single character (ex. the letter A).

In a 64 bit computer each memory location holds 64 bits. A 64 bit Memory (Address)
Bus transfers 64 bits at any one time (which are the contents of a memory location in
a 64 bit computer system).

In computer systems we describe everything in bits and bytes. As such, they are used
to denote file sizes stored on memory or disks (ex. a 12MB file) or even connection
speeds (ex. 50Mbps). However, since files can become quite large and connection
speeds quite fast, multiples of bits and bytes are used. The following table depicts the
prefixes that can be used to denote multiples of bits and bytes.

Term Size in binary system | Size approximation
Kilo (K) 1,024 1,000

Mega (M) 1,024 1,000,000

Giga (G) 1,024° 1,000,000,000

Tera (T) 1,0244 1,000,000,000,000

In the decimal system, one kilometer is 1,000 meters. However, since computer
systems are binary, a “Kilo” is 1,024. Since these two values are close there is a
tendency to use multiples of 1,000 instead of 1,024 in the binary system as well.

It is important not to mix the meaning of bits and bytes and their multiples. For
example, the values of 12Mb (twelve mega bit) and 12MB (twelve mega bytes) are
different.

12 Mb = 12 * 1,024 bits whereas 12 MB = 12 * 1,024> Bytes

Since 1 Byte is equal to 8 bits, 12MB is an amount 8 times greater than 12Mb.



the random access memory (RAM) and the read only memory (ROM).

The RAM stores the executing program instructions as well as any data that is needed.
Instructions and data in the RAM are stored in unique memory locations and every such
location has an address as well as content. The content is where the instructions and data
reside, whereas the memory location is used by the CU to find, retrieve and access the data
in order to send it to the ALU for processing.

Similar to the RAM, the ROM holds instructions and data in unique memory locations. Every
such location has an address as well as content. Unlike the RAM however, the ROM is used
to store permanent instructions and data that cannot be changed and are used to boot and
operate the computer. As such, nothing can be altered in the ROM.

' Example 2.2: In order to move from higher prefixes to lower prefixes, we multiply by
1,024. For example, if a file has a size of 2GBs the file size in KBs will be 2 * 1,024 *
1,024. We multiply 2 by 1024 in order to get the file size in MBs and then multiply by
1,024 again to get the file size in KBs.

2GBs =2 * 1,024 MBs = 2,048 MBs = 2,048 * 1,024 KBs = 2,097,152 KBs

In order to move from lower prefixes to higher prefixes, we divide by 1,024. For
example, if a file has a size of 2KBs the file size in GBs will be (2 / 1,024) / 1,024. We
divide 2 by 1,024 in order to get the file size in MBs and then divide by 1,024 again to
get the file size in GBs.

2KBs =2 /1,024 MBs = 0.001953125 MBs = 0.001953125 / 1,024 GBs =
0.0000019073486328125 GBs
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Figure 2.2: CPU block diagram
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The CU contains various registers. In general, a register is a small storage location that can
hold data, usually a multiple of 8 bits. For example, a 64 bit computer has 64 bit registers.
The size of the register in bytes is known as a word. For example, the 64 bit register holds 64
bits = 8 * 8 bits and since 1 byte is equal to 8 bits, 64 bits = 8 Bytes. Thus, a 64 bit computer
system has a word size of 8 bytes. This means that each memory location will hold 64 bits
(or 8 Bytes).

The basic registers in the CU are the memory address register (MAR) and the memory data
register (MIDR).

The MAR holds the memory address of the data to be used by the ALU, so that the ALU can
fetch the corresponding content from the memory and process it accordingly. The MAR may
also hold the memory address of where data that has been processed will need to be stored.
In order for the MAR to communicate with the primary memory, a connection is necessary.
This connection is accomplished by the Memory (Address) Bus.

The MDR holds the data that is to be used by the ALU and then saved to the RAM. The MDR
is closely related to the MAR, since whichever memory address location the MAR is holding,
the corresponding data will be loaded onto the MDR for processing by the ALU. After the
processing has taken place, the ALU places the result onto the MDR and the data is copied to
the memory address location in RAM specified by the MAR. The connection between the
RAM and the MDR is accomplished by the Data Bus.

-
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Example 2.3:
Question: Describe the function of the data bus found in a PC.

Answer: It carries data to the MDR and then to the ALU from memory and from ALU to
the MDR and then to memory.

Example 2.4:

Question: Outline the function of the ALU (arithmetic logic unit).

i Answer: The ALU performs arithmetical and logical operations. It performs various
i calculations and comparisons using various logic gates.

2.1.2 RAM an ROM

i Exii skills; Students sho_uld be able to*: V

The primary memory is the only storage that is directly accessible by the CPU. At any point in
time, the primary memory may hold both data and instructions that are currently running on
the computer system. These data and instructions are stored in the primary memory as

binary machine code (i.e. a series of Os and 1s).



As depicted in Figure 2.2 the primary memory consists of two types of memory:

e Random Access Memory (RAM)
®  Read Only Memory (ROM)

RAM is a general-purpose storage area
meaning that the data stored can be over-
written. This allows data and instructions to
be loaded for execution and use whenever
they are necessary. However, RAM is
volatile, which means that whenever power
is lost the contents of its memory are wiped
(ex. if an unsaved document with changes is

open when the power is lost, all the changes
that had been made will be lost).

Image 2.1: RAM

On the other hand, ROM is used to store
instructions and data and cannot be over-written. This means that the instructions that are
embedded in ROM cannot be changed, even if power is lost, and as such is considered non-
volatile memory. ROM is used to store programs and instructions that do not need to be
updated or change (ex. the start-up instructions of the operating system). |

Example 2.5:

Question: Identify some differences between ROM and RAM found in a PC.

Answer:
e  ROM cannot be written to, but RAM can be written to.
e ROM holds the (BIOS) Basic Input / Output System, but RAM holds the
» programs running and the data used.

e ROM is much smaller than RAM.
* ROM is non-volatile (permanent), but RAM is volatile.

/
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2.1.3 The cache memory

Exit skills. Students should be able to':

RAM has two main types:

e Dynamic RAM (DRAM)
e Static RAM (SRAM)




SRAM is faster but more expensive than DRAM, and as such DRAM is preferred for the main
RAM of a computer system. However, a small amount of SRAM is placed between the main
RAM and the processor and it is called cache (Figure 2.3). As such, cache is a smaller and
faster RAM (SRAM) that temporarily stores instructions and data so that the processor does

not need to access the slower main memory (DRAM).

Cache holds the information from the RAM that is most actively used, and accessed most
frequently. The computer system will run faster as the slower main memory will need to be
accessed less frequently. When the processor needs to read from the main memory, it first
checks if a copy of the data exists in the cache. If so, the processor reads from the cache,
instead of reading from main memory. This action speeds up the process. If the data to be
read do not exist in the cache, the data are first copied to the cache and then used. When
the processor needs to write to the main memory it does so through cache memory.

Processor (CPU)

"1 cache
J

Memory (Address) Bus . Data Bus

; . Primary Memory

AL

L2 Cache
N A

Figure 2.3: Cache




Example 2.6:
Question: State some differences between Cache Memory and RAM.

. Answer:

j * Cache memory is nearer to the CPU than RAM.
e Cache memory is much faster than RAM.
e Cache memory is more expensive than RAM.

* Cache memory is separated in L1 and L2.

We are interested in two types of cache memories that reside between the main RAM and
the processor. These two types are L1 cache and L2 cache. L1 cache is placed on the
microprocessor itself whereas L2 cache is placed between the primary memory and the
microprocessor.

2.1.4 The machine instruction cycle

Exit ski‘ilsi vSiudents should be able to':

Computer programs are stored in the primary memory as a series of instructions in machine
code. These instructions, as well as any other necessary data, have to be moved from the
primary memory and into the CPU in order for the computer program to operate. In order
for that to happen, specific steps are followed. The following functions are carried out by the
CPU in order to run a computer program:

1. Fetch instruction from primary memory to control unit

The CPU is responsible for knowing which instruction it needs to take from the
primary memory in order to operate correctly. To do that it sends the appropriate address
through the memory (address) bus to the primary memory. The instruction that resides in
the specific address is then copied into the data bus and sent to the control unit (CU).

2. Decode instruction in control unit

The instruction that has been received by the CU is then decoded. Decoding an
instruction allows the CPU to be aware of any additional data that are necessary for the
execution of the instruction. Any required data that need to be loaded from the primary
memory in order for the instruction to be executable are then fetched. The addresses of
these data are placed into the memory (address) bus and the data from these addresses are
received by the CPU through the data bus.




3. Execute instruction

The CPU executes the instruction using the necessary data that have been loaded
and calculates a result. Depending on the result, additional data may be needed. These data
are fetched from the primary memory for further calculations. As before, the addresses of
these data are placed into the memory (address) bus and the data from these addresses are
received by the CPU through the data bus.

4. Store result of execution and check for next instruction

After executing the instruction and computing the result the CPU then stores the
result in the primary memory. To do so, it specifies the address where the result will reside
in the primary memory, using the memory (address) bus and sends the data through the
data bus. The CPU then checks for the next instruction and repeats the steps described
above by fetching, decoding, executing and finally storing the result.

The four steps presented above describe the machine instruction cycle.

' Example 2.7:
x Question: What is an instruction cycle?
Answer: It is the basic operation cycle of a computer, taking place in a definite time
period, during which one instruction is fetched from memory and executed. It typically
consists of four stages: fetch, decode, executer and store.

Secondary Memory

2.1.5 Persistent storage and secondary memory

As described in section 2.1.2 the primary memory of a computer system consists of both
random access memory (RAM) and read only memory (ROM). The primary memory is the
only storage that is directly accessible by the CPU, meaning that any data that is stored
elsewhere needs to first be copied onto the RAM, since the ROM cannot be written to but
only read from, in order to be used by the CPU. RAM however is volatile, meaning that
whenever power is lost the contents of the memory are wiped. Furthermore, RAM is a
relatively fast memory but has only a restricted capacity to hold data. As instructions and
data are saved onto the RAM, the RAM will inevitably become full at some point. At that



point some instructions or data from the RAM will need to be moved in order to make space
for new instructions or data. This is where secondary memory comes into play.

Secondary memory (a.k.a. secondary or auxiliary storage) is a relatively slow memory that
may be written to (just like the RAM) but is also non-volatile (just like the ROM); meaning
that the contents of the memory are not wiped if power is lost but are persistent. That is
why secondary memory is also known as persistent storage. Furthermore, secondary
memory has a relatively high capacity to hold data compared to the primary memory.

When the computer starts-up the RAM is empty. Instructions and data (such as the
operating system) need to be copied into the RAM in order for the computer system to run.
In most computer systems these are copied from the secondary memory. Secondary
memory is thus what provides persistent storage to computer systems. This is very
important since if secondary memory did not exist a computer system would be unable to
store instructions and data persistently. Whenever it shut down all the contents of the only
existing primary memory would be lost.

Without the availability of secondary memory only ROM, would be able to store programs
and instructions. That would mean that since ROM cannot be over-written, a computer
would only be able to perform fixed operations and any user data would have to be re-
inputted every time the user wished to use them. This would be acceptable for devices such
as simple calculators, but imagine a mobile telephone user, who would have to re-enter the
names and telephone numbers every time the mobile telephone was powered on. Such a
system would be very hard or impossible to use as the user would have to remember all the
telephone numbers or carry an address book everywhere!

Since data is very important, if not critical, for computer systems to function correctly, the
loss of data would be detrimental. As such, computer systems that need to hold persistent
data and not have data loss cannot function properly just with primary memory.

Figure 2.4 depicts the way that the CPU, primary and secondary memories are connected.
The CPU can only access the volatile primary memory that is relatively fast but moderate in
capacity. The primary memory is connected to the non-volatile secondary memory that is
relatively slower but has a higher capacity to hold data.

Figure 2.4: CPU, Primary and Secondary Memory




Example 2.8: Imagine that we have a computer system that has a primary memory
of 4GBs. When the system is off the volatile primary memory is empty. When the
system is turned on various programs are loaded into the memory (including the
operating system) in order for the computer system to run correctly. Say that these
programs need 2GBs of primary memory. There are only 2GBs of primary memory
left for any other programs we might use.

Secondary Memory

Primary Memory

Imagine that we need to design a new logo for our school. We run a web browser so
as to look for other logos and get some ideas. Assume the web browser needs
around 500MBs (0.5GBs) of primary memory in order to run. There are only 1.5GBs
of primary memory left for any other programs we might use.

Primary Memory

After we look at a few other logos, we decide on an idea for our logo and we also
run a graphic design program that will allow us to create the logo. However, we
decide to keep the web browser running so as to look at the other logos as we go
along. Assume the graphic design program needs around 1GB of primary memory in
order to run. There are only 500MBs (0.5GBs) of primary memory left for any other
programs we might use.
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i While designing our logo in our graphic design program, we decide that a 3D sphere '
. would look great. In order to create the 3D sphere, we would need to run a 3D

. modeling program. Assume this program needs around 1GB of primary memory in

. order to run. However, we only have 500MBs (0.5GBs) of primary memory left.
?
1
i
i

If secondary memory did not exist, we would not be able to run the 3D modeling

program without closing some of the other programs in order to release some
primary memory. However, the secondary memory allows us to run all these
programs concurrently and seamlessly. Since there is not enough space in the
primary memory to load the 3D modeling program, some other program loaded by
the user (either the web browser or the graphic design program) is copied into
secondary memory, this making space for the 3D modeling program to be loaded
into primary memory. Whenever the program that was moved into the secondary
memory is heeded, some other program in the primary memory is copied to the
secondary memory. The first program is again copied back into the primary memory
and is ready to be used by the user. The process described above is called Virtual |
memory and can be defined as the use of secondary memory as if it was primary

memory.

Primary Memory

As depicted in the example, secondary memory is required to hold information that may not
be needed all of the time or may be too large to fit as a whole in primary memory (virtual

memory). This makes secondary memory a necessity in most computer systems.

There are a number of different secondary memory (storage) devices. The main ones are
listed below:

e Hard drive (a.k.a. hard disk)

e CD-RW, DVD-RW

e USB Flash drive

e Secure Digital (SD) or Compact Flash (CF) card
e Zipdisk

°  Floppy disk

® Magnetic tape Image 2.2: Hard drive




Different storage devices

Image 2.3: An old 5.25 inch floppy disk

Image 2.4: A loaded DVD drive

Image 2.7: A ZIP drive with a disk
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Image 2.6: Multipe Compact flash memory cars

. ;‘A m o m - ”””””” — i

Image 2.8: A-Solld_state drive for notebook and a hard Image 2.9:Various USB sticks
disk drive for desktop computer :




As secondary memory is obviously crucial to computer systems it becomes apparent that
advances in the technology surrounding secondary memory are beneficial to computer
systems as a whole. New technologies appear and existing ones strive to become more
efficient, robust, and faster, as well as to hold more data than before.

As the modern world is characterized by an increasing amount of computer systems, masses
of data are produced continuously which have to be stored somewhere. All these data have
to be stored in non-volatile secondary (storage) memory. As such, the need for such
memory is ever-increasing.
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Example 2.9: .
Question: State some differences between primary and secondary memory.
Answer: I

* Most computers are equipped with a smaller amount of primary memory and ¢
a larger amount of secondary memory.

® Primary memory is volatile, which means it does not retain data when the
power is turned off.

° Primary memory is more expensive compared to secondary memory.

|
: * Primary memory is much faster than secondary memory.
; °  Primary memory is directly accessed by the CPU.

i e Secondary memory is not directly accessible by the CPU.

° Secondary memory is non-volatile, which means it retains data when the

\ power is turned off.

S o e e e e e e e e e e e e e e e e e e e e e e M e e e e e e e e e e e e e e e e e e e e e e e e e e

Operating and application systems

2.1.6 Functions of an operating system

Exit skills. Students should be able to':

An operating system (0OS) is a set of software that controls the computer’s hardware
resources and provides services for computer programs. It is a very important part of a
computer system since it acts as an intermediary between software applications (i.e.

programs) and the computer hardware.




This relation is shown in Figure 2.5. In a computer system a user would interact with an
application that has been designed to meet the user’s needs. This application would require
an operating system in order to function. This operating system would allow the application
to interact with the hardware of the

computer system thanks to a number of

services.

The main services that an operating system
provides are listed and described below:

«  Peripheral communication

»  Memory management

. Resource monitoring and
multitasking

. Networking Hardware

« Disk access and data management

- Security Figure 2.5: User, application, operating system
and hardware interaction
Peripheral communication

Peripheral devices are all the hardware components of the computer system that reside
outside the CPU. Examples of peripheral devices include keyboards, monitors, mice, printers,
microphones, etc. The operating system is responsible for communicating directly with the
hardware and providing an interface between hardware devices and applications. This
allows for applications to use hardware devices in a trouble-free manner.

Memory management

An operating system (OS) is responsible for all the memory that is available in a computer
system. This means that an OS manages how the memory is used by applications and
ensures that one application does not interfere with memory that is being used by some
other application. If one application interferes with another application’s memory, the latter
may stop functioning or its data may be affected or overwritten.

Resource monitoring and multitasking

An application that is running on a computer system takes up resources. These resources
include the amount of memory the application is occupying, or how much processor time it
needs in order to function properly. An OS is responsible for the efficient allocation of
resources so that an application can run as effectively as possible on a particular computer
system.

Multiple applications may run on a computer system at any one time, appearing as though
they are performing tasks simultaneously. Most computer systems however have a single
CPU that can perform a single action at any particular time. That means that applications
must share the CPU time in order to accomplish their goal. This is known as multitasking and
it is a core OS service.



Networking

An operating system manages connections to and interactions with networks of other
computer systems so as to allow the sharing of resources (such as files and printers).
Networking is essential to modern computer systems, most connected with either a local
area network or the Internet. An operating system acts as an intermediary between
applications and networks, allowing applications to interact with networks in a
straightforward manner.

Disk access and data management

An important function of an operating system is its ability to access data stored in memory
and disks. Data are stored using files, which are structured in such a way so as to make
better use of the space available to the system, as well as to provide reliability and fast
access times. The OS is responsible for keeping track of these files, as well as which files are
being used by which applications so that an application does not overwrite another
applications’ files. The OS is also responsible for coordinating the transfer of data from the
disk files into the primary memory and vice versa.

Security

Apart from allowing applications to run successfully, the

operating system is also responsible for the overall security of l'

a computer system. The most common but effective method U
of protection is to provide some form of identity to the user l//

that will allow his/her authentication. Most often a username
and a password must be provided. However, other methods

of authentication may be used, such as magnetic cards or biometric
data. Apart from authentication methods, an additional security
measure is the use of log files

Usemame: Username ! that keep trace of the activity of Image 2.10: O logos
Password:  wassiases b

: any wuser in the computer

m A | system. Anything a user does (reads, writes or
B deletes files, changes some settings, etc.) is
recorded so that unauthorized users and activities
may be discovered.

Some important examples of major operating

] 2.11: Securit .
TIEES SENISY systems at the moment are OS X, Linux, UNIX and

Microsoft Windows.

Example 2.10:
Question: Outline the memory management function of an operating system.

Answer: The OS deals with different passwords and the equivalent access levels. This
ensures that only appropriate users can access particular files. Different uses have
different access levels and different rights (add a file, edit a file, delete a file, view a file
etc.).




2.1.7 Software application

A computer system has the ability to run at least one software application, which has been
installed by the manufacturer, to complete some predefined tasks. For example, a digital
camera is on its own a computer system. It consists of both hardware and software
components and follows the input, process, output and storage model as described in the
example of section 2.1.1. The software components of the digital camera are preloaded
when it is manufactured and complete predefined tasks (ex. when the shutter button is
pressed, the software is run that is responsible for capturing the image in digital form and
storing it into memory after processing it is run). These software components of the digital
camera can only be altered by receiving their updated versions from the manufacturer.

However computer systems include devices such as desktop and laptop computers, tablets,
mobile smart phones etc. These allow the user to install a large number of software
applications on to them. This allows for the use of a range of software applications on them,
instead of being able to complete only one predefined task. The main software applications
that may be installed on such computer systems include:

e Word processors

e Spreadsheets

e Database management systems
e Web browsers

e Email

e Computer Aided Design (CAD)

e  Graphic processing software

Word processors

A word processor is a software application that is used for the production of any sort of
document. It includes tools for the composition, editing, formatting and possibly printing of
documents. Word processing, is the action of creating documents using a word processor.
This is the most common of all the main software applications that can be installed on a
computer system.



Some well-known word processing applications are Microsoft Word (see Figure 2.6) and

Apple iPages.
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Figure 2.6: Microsoft Word, an example of a word processor
Spreadsheets

A spreadsheet is a software application that is used for the organization and analysis of data.
The data in a spreadsheet application is represented as cells, organized in rows and columns.
These cells may contain numbers, text or results of formulas that calculate and display
values automatically on the basis of the contents of other cells. Spreadsheet software
applications allow not only for the fundamental operations of arithmetic and mathematical
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Figure 2.7: Microsoft Excel, an example of a spreadsheet application




functions to be shown but also provide common financial and statistical operations and can
display graphical data as well. Spreadsheet software applications are used not only in
accounting or finance, but also in any context that requires arithmetic data to be entered,

processed and presented.

Some well-known spreadsheet applications are Microsoft Excel (see Figure 2.7) and

OpenOffice Calc.
Database management systems (DBMS)

A database management system (DBMS) is a software application that manages (creates,
queries, updates stores, modifies, and extracts information) databases and is designed to
provide an interface between users and a database. A well-known DBMS is MS ACCESS

(Figure 2.9).

A database can be defined as an organized collection of data. This data is organized into
records and model some relevant aspect of reality. For example, a database can store
information about a school. All the data will be organized in records with each student’s
information organized in one record as shown in Figure 2.8.

student ID | First Name | Last Name | Telephone Number
1572 Tom Jones 510-572-8276
1573 John White 510-537-3456
1574 Wendy Stevens 510-591-6374

Figure 2.8: A database with three records (rows)

The database in Figure 2.8 represents structured data items in a table. It contains three
records (also called rows or tuples) and four fields (also called columns). Each record
represents a set of related data, which in this example is the information about a specific
student. A key feature of a database is the unique key. A unique key is one (or more) specific
fields that uniquely identify each record. In our example, the Student ID field is the unique
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Figure 2.9: Microsoft Access, an example of a DBMS application



key because each student will have a specific unique Student ID that can identify him/her
and differentiate him/her from all the other students in the school.

Web browsers

A web browser (or browser) is a software application used to access, retrieve, and present
content on the World Wide Web. This content may be web pages, images, videos or other
files and may be identified by a URI (Uniform Resource Identifier). An example of a URI is
http://en.wikipedia.org/. The web browser uses a URI to connect to the appropriate web
servers and request the wanted information. The web servers send back the information
which the web browser then displays to the user.
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Figure 2.10: Microsoft Internet Explorer, an example of a web browser application

Some major web browsers are Microsoft Internet Explorer (see Figure 2.10), Google
Chrome, Mozilla Firefox and Apple Safari.

Email

Electronic mail (email or e-mail) is a software application that allows for the exchange of
digital messages from a single author to one or more recipient(s). The author and the
recipient(s) do not need to be online simultaneously to exchange the email. The author of
the email sends the email to the email server of the recipient(s), and when the latter
connects to the server, they will receive the message.

An email consists of three components: the envelope, the header and the body. In order for
an email to be transferred from the author to the recipient(s), the Simple Mail Transfer
Protocol (SMTP) is used. This protocol communicates delivery parameters using the message
envelope. The message header contains information about the sender and recipient(s)
addresses, as well as the subject field and a date/time stamp. Finally, the message body
contains the actual message which the author wants to send to the recipient(s).
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Figure 2.11: Microsoft Outlook, an example of an email application

Email software applications can be web-based, or as software that is installed on a personal
computer system. Web-based email (a.k.a. webmail) can be accessed by any computer
system that supports a web browser. The main disadvantage of web-based email software

applications is the need to be connected to the internet while using it.

Some important software applications for email are Microsoft Outlook (see Figure 2.11) and

for web-based email Google Gmail.

Computer Aided Design (CAD)

Figure 2.12: Autodesk AutoCAD, an example of a CAD application




A computer-aided design (CAD) application is a software application that assists engineers to
create, modify, analyze and optimize a design. CAD is used in many fields and its purpose is
to increase the productivity of the designer and the quality of the resulting design. Some
examples of circumstances where CAD applicatiohs are used include automotive,
shipbuilding, architectural design, and many more.

CAD applications allow engineers to inspect a design from any angle or position. Computer-
aided designs can convey more than just shape information. Materials, dimensions,
tolerances can all be represented in such a way that when an engineer changes one value all
the other dependent values automatically change accordingly.

Some major CAD applications are Autodesk AutoCAD (see Figure 2.12) and Dassault
Systémes Solid Works.

Example 2.11:

Question: State some difference between a Spreadsheet software application and a
Database Management System.

Answer:

° A Database Management System could be used for various data associations
that cannot be created with spreadsheets.

° A Database Management System manages databases and serves a lot of
users.

° A Database Management System preserves data integrity easier.

* A spreadsheet can be used to produce charts and graphs using automated
software tools.

® Aspreadsheet can hold a limited amount of information.

° A spreadsheet usually serves the needs of a single person.

® Spreadsheet software can perform a lot of mathematical functions and
perform data analysis.

Graphic processing software

Graphic processing software (aka graphics software or image editing software) allows a user
to manipulate visual images on a computer. A user can edit an image with the use of tools in
various ways, such as selecting and moving, cropping, scaling, erasing, etc.

Some popular graphic processing software applications are Adobe Photoshop (see Figure
2.13) and Corel Draw.
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Figure 2.13: Adobe Photoshop, an example of a graphic processing software application

2.1.8 Common features of applications

Software applications installed in computer systems, as described in 2.1.7, typically include a
graphical user interface (GUI) to allow the user to interact with them in a number of ways,
instead of just typing in commands. A GUI includes components such as graphical icons and
visual indicators, as well as toolbars, menus, and dialogue boxes. These allow the interaction
between the user and the software application to be performed more smoothly through
direct manipulation of the graphical elements.

Software applications have improved greatly
over the years. Early software applications
operated with commands that had to be
typed in, which we call command line
interfaces (CLIs). Later ones took advantage
of GUIs. An example of a CLI is shown in
Figure 2.14. Both Clls and GUIs have pros
and cons which are described in Table 2.1.

Figure 2.14: Example of a Command Line Interface



Command Line Interfaces (CLIs) ~ Graphical User Interfaces (GUIs)

Pros e Easier to implement by a ® Users do not need to
programmer remember specific
° Requires less memory to run commands — easier for new
e Can be run on computer systems users to use
without a graphical monitor ® Users use icons to remember
° Quicker to type in a command than commands
to use a mouse — experienced users e Commands are grouped in
may find it useful menus and toolbars
Cons e Users need to remember specific ®*  More complex to implement
commands — hard for new users to by a programmer
use ®* Requires more memory

® Requires a graphical monitor
and a pointing device

Table 2.1: Pros and Cons of CLls and GUIs
Common GUI elements include the following:

e Toolbar
e  Menu

e Dialogue box
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Figure 2.15: Microsoft Office Word Toolbar

A toolbar is a GUI element on which buttons, icons, menus, or other input or output
elements are placed. An example of a toolbar is shown in Figure 2.15.

A menu is a GUI element that displays a list of commands that can be chosen by the user to
perform various functions. An example of a typical menu that displays operations related to
creating, opening, closing and saving a file is shown in Figure 2.16.

File | Edit Window Help

[ Mew  Crl+N

= Cpen  Ctrl4+O
Close

B save  cules

Save As,,.

Exit

Figure 2.16: A generic menu




A diglogue box is a GUI element that is used to communicate information to the user and
allow him/her to respond by choosing an option from a list of specific choices. An example
of a dialogue box that notifies the user that the file that is about to be closed is unsaved and
allows the user to select from a list of possible events is shown in Figure 2.17.

A

! '} Do you want to save changes you made to Document2?

(_save | [Dontsave | [ cocel |

Figure 2.17: A dialogue box

GUIs provide ways that allow users to understand and interact with computer systems in a
more direct and natural way than CLIs. GUIs are described using the acronym WIMP, which
stands for Windows, Icons, Menus and Pointers.

These, and other GUI elements are common and can be found in almost every software
application. Since this is the case, it would be a waste of time for every software application
programmer to have to go through implementing these common GUI elements over and
over again for every separate software application. Therefore, some common GUI elements,
such as toolbars, menus, dialogue boxes, windows, etc., are provided by the operating
system, so that the programmer only needs to state their existence. For example, a
programmer that wants to implement a program which will run in a window and have some
menus needs to specify what commands the menus will include, what will happen when the
user initiates them by clicking them, as well as where they will reside within the window.
However, the actual menus and windows themselves are provided by the operating system,
as well as what happens when the window is minimized or moved.

The fact that some features are provided by the application software and some by the
operating system not only saves time for the programmer. It also improves usability for the
users, since all these features (toolbars, menus, dialogue boxes, windows, etc.) are displayed
in a familiar way across the software applications. This minimizes the possibility of confusion
and provides a smoother learning curve for each new software application. For example, the
steps for creating a new document, saving or closing it is the same in almost all ‘programs:
under the file menu on the upper left corner of the application toolbar.



Computer Organization - Binary representation

2.1.9 Bit, byte, binary, decimal and hexadecimal
Exit skills. Students should be able to:

Defme the terms blt, byte, bmary, denary/decnmal and hexadecnmal :
Perform varlous conversions between dlfferent numbermg systems R

bit and Byte

The terms bit and Byte where initially encountered in 2.1.1. In this section we restate the
terms for bit and Byte provided in 2.1.1 and look into further definitions.

Computer systems are binary systems that use sequences of bits to represent data. A binary
digit (bit) is the basic unit of information in computer systems and can have only two values:
either 1 or 0. Eight bits form a byte.

1 Byte = 8 bits

A bit is denoted by the small letter b, whereas a Byte is denoted by the capital letter B. Thus,
1B = 8b. One Byte can store a single character (ex. the letter “A”).

o sssein

Byte

Decimal number system

The decimal number system is a positional system that uses ten digits (0, 1, 2, 3,4, 5,6, 7, 8,
and 9) to represent any number, no matter how large or small. The decimal number system
(or base-10) has ten as its base and it is the most widely-used number system. The digits in
the decimal number system can be used with a decimal separator to represent a fractional
part, as well as a plus/minus sign (+/-) sign to indicate whether the number represented is
greater or less than zero.

Since base-10 is a positional system, the position of each digit within a number provides the
multiplier by which that digit is multiplied. Table 2.2 shows the initial four place values in the
decimal number system. Note that the multiplier is always a power of ten, with a base of 10
and an exponent that increases by one compared with the exponent of the position to its
right. Thus, each position has a value ten times that of the position to its right.

multiplier (power of ten) 10° 10° 10~ | 168
muldplier s T L dnons - Selop T
multiplier (m wrltmg) thousands ' hundreds | tens @ units

Table 2.2: Initial place values in the decimal number system




An example of a number in the decimal number system is 6275 base 10 or 62754, All
numbers should state the base in which they belong (10 in this example). However, since the
decimal number system is the most widely used number system if the base is omitted it is
assumed that the number is in the base-10 system.

Example 2.12: Imagine that we need to understand what quantity is represented by
the number 0.627 base 10 or 0.627:,. The table below depicts the digits of the
number as well as the multiplier.

multiplier (power of ten) 107 10”107
multiplier 0.1 0.01 0.001
digits 6 2 i

The value represented by the number 0.627, is:
6*0.1 + 2*0.01 + 7¥0.001 = 0.627

In the same manner, fractional quantities to the right of the decimal point can be
represented. The position of each digit within a number again provides the multiplier with
which that digit is multiplied. Table 2.3 shows the initial three place values in the fractional
part of the decimal number system. Note that the multiplier is always a power of ten, with a
base of 10 and an exponent that decreases by one compared with the exponent of the
position to its left. Thus, each position has a value ten times less that of the position to its
left.

multiplier (power of ten) 10t 10% 10°
multiplier 0.1 0.01 0.001
multiplier (in writing) one tenth = one hundredth = one thousandth

Table 2.3: Initial place values in the decimal number system

Apart from the decimal number system, which is base-10 and uses ten digits to represent
any number, there exist a couple of other useful number systems that are used widely in
computer systems. These two are the binary and hexadecimal number systems. The binary is
base-2 whereas the hexadecimal is base-16. We look into both.

Example 2.13: Imagine that we need to understand what quantity is represented by
the number 6275 base 10 or 62754, The table below depicts the digits of the
number as well as the multiplier.

multiplier (power of ten) 10> 10> 10" 10°
multiplier 1000 | 100 | 10| 1
digits 6 2 7 5

The value represented by the number 62754 is:
6*1000 + 2*100 + 7*10 + 5*1 = 6275



Binary number system

The binary number system is a positional system that uses two digits (0 and 1) to represent
any number. The binary number system (or base-2) has two as its base. It is the most widely
used number system in computer science. Numbers represented in this system are known as
binary numbers. Since base-2 is a positional system, the position of each digit within a
number provides the multiplier with which that digit is multiplied. Table 2.4 shows the initial
eight place values in the binary number system. Note that the multiplier is always a power of
two, with a base of 2 and an exponent that increases by one compared with the exponent of
the position to its right. Thus, each position has a value two times that of the position to its
right.

multiplier (power oftwo) = 27 2% 2° 2% 2% 22 2! 2°
multiplier 128 I'64 132 16| 8 | 4| 2 |1

Table 2.4: Initial place values in the binary number system

An example of a number in the binary number system is 101110 base 2 or 101110,. The base
number cannot be omitted in the binary number system.

Image 2.12: All computer processes are in binary form




Example 2.14: Imagine that we need to convert the number 101110 base 2 or
101110, to a decimal integer equivalent. The table below depicts the digits of the
binary number as well as their multiplier, depending on their respective positions.

multiplier (power of two) 27  2° 2° 2* 2° 2* 2 2°
multiplier 128 1’64 13211648 {4 | 2| 1
digits 1150 Lelo)pa e R ) 81 1)

To calculate the decimal value represented by the binary number 101110, we must
multiply every digit of the number with its respective multiplier and then sum the
results, as such:

0*1+1*2+1*4 +1*8 + 0%16 + 1%32 = 464

Example 2.15: In a similar manner we may need to convert the number 465, to a
binary number equivalent. We can do this in two ways:

1) Repeatedly divide the decimal number by two and retain the remainders. When
the number to be divided is zero, the algorithm stops. Reading the retained
remainders from last to first gives us the decimal number as a binary number.

46 divided by 2 gives 23 and remainder 0
23 divided by 2 gives 11 and remainder 1
11 divided by 2 gives 5 and remainder 1
5 divided by 2 gives 2 and remainder 1
2 divided by 2 gives 1 and remainder 0
1 divided by 2 gives0 and remainder 1
0 divided by 2 — algorithm has finished

The result (reading the remainders from last to first) is 4610 = 101110,.

2) Write the powers of two from right to left, starting with 2° and incrementing the
exponent by one. The list of eight elements would be the following:

B 32 Tein R 4 2 1

Pick the value from the list that is closest but not greater than the decimal number.
In our example, 32 is closest to 46 but not greater. Write a 1 under that number and
subtract it from the initial value. Repeat the above steps until the initial value is
reduced to zero. We put a 0 under any numbers that do not have a 1 under them.
Reading the list of 1s and Os from left to right gives us the binary number.

In our example, we add a 1 under 32 and subtract 32 from 46. 46 - 32 = 14.

128 64 32 16 8 4 2 1
1




Then, we add a 1 under 8 and subtract 8 from 14. 14 -8 = 6.

128 64 32 16 8 4 2 1
1 1

Then, we add a 1 under 4 and subtract 4 from 6.6 -4 = 2.

128 64 32 16 8 4 2 1
1 1 il

Then, we add a 1 under 2 and subtract 2 from 2.2-2 =0.

128 64 32 16 8 4 2 il
1 1 1 1

The initial value has been reduced to zero. We put a 0 under 16 and 1.

128 64 32 16 8 4 2 1
1 0 1 1 1 0

The result (reading the list of 1s and 0s from left to right) is 46,0 = 101110,.

Binary number system and negative numbers

Two’s complement is the way most modern computers represent signed binary numbers.
The main advantage of this representation is that addition, subtraction and multiplication
are carried out easily. Suppose that an 8 bit register stores the number 28. In this
representation, positive binary numbers start with O while negative binary numbers start

with 1.

128 64 32 16 8 4 2 1
0 0 0 1 1 1 0 0

In this example the MSB (most significant bit) is 0. The MSB is the bit position in a binary
number having the greatest value while the LSB (least significant bit) is the bit on the right,
which gives us what we call the units value. In binary arithmetic it is easy to understand from
the LSB whether the number is even or odd.

Example 2.16: Suppose we want to find -28 (8 bit register). 28 in an 8-bit register is:
| a0y (a0 aR S B s e e N Rl

First we invert the digits. All ones become zeros and all zeros become ones.
e o el

Then we add 1.

0 1 il 1 0 0 0 1 i
0 0 0 0 0 0 0 1




And the output is

1 1 1 0 0 1 TpeER R
So this is -28 in two’s complement representation. It is important to mention that in
a 16 bit register -28 would be 1111111111100100,

Example 2.17: Suppose we want to find -56 (8 bit register).

56 in binary is:

| e R R SR [ oo e R
First we invert the digits. All ones become zeros and all zeros become ones.

B 0 0 0 Tl
Then we add 1.

o 1 1 0 0 0 1 1 1
0 0 0 0 0 0 0 1

And the output is

il 0 0 1 0 0 0
So this is -56 in two’s complement representation.

Example 2.18: This method also works when we want to convert a negative number
to its positive equivalent. Suppose we want to convert 11000000, which is -64,4 to
64 (using an 8 bit register).

a0 0 e
First we invert the digits. All ones become zeros and all zeros become ones.

en s e e
Then we add 1.

+ 0 0 il 1 1 1 1 il
0 0 0 0 0 0 0 1
And the output is

e 0 0 0 0 0 0
«  So this is 64 in two’s complement representation.

Using two’s complement the largest positive number that can be stored in an 8 bit register
is: 0111111124127y

Using two’s complement the largest negative number that can be stored in an 8 bit register
is:11111111->-149

Using two’s complement the smallest positive number that can be stored in an 8 bit register
is: 00000001214



Using two’s complement the smallest negative number that can be stored in an 8 bit register
is: 10000000—>-128,,

Binary fractions

Unsigned numbers

In the binary system and in the decimal system the binary point is used to separate the
fractional from the whole part. For example the number 4.5 has 4 in its integer part and % in
its fractional part. Suppose we want to convert this to binary. Assume that we will work
using 8 bits. We are going to use 4 bits for the integer part and 4 bits for the fractional part.
So this is a fixed point representation method.

4 is 0100,

0.50r0.%is 2"

7° % 2 2° 74 72 e g
8 4 2 1 % Y% 1/8 1/16
0 1 0 0 1 0 0 0

So the output is 0100.1000,

P P S— - o g R Sy -

! Example 2.19: Suppose we want to find 12.3125
12 is 1100,

0.3125 is 0.25+0.0625 or 2%+2™* ]

1 1 0 0
So the output is 1100.0101,

s 7 22 i 23 + 2 it 273 2t

Signed numbers

The two’s complement method will be used to represent signed binary fractions. The fixed
point method will be used.

Suppose we want to find- 2.75

First we will find 2.75

2is 0010,

0.75 is 0.5+0.25 or 2+27

2’ 2’ 2! 2° + 2" 2° 23 2*

0 0 1 0 1 1 0 0
Then we invert the digits. All ones become zeros and all zeros become ones.

1 [ 1 [ o | 1 | o o | 1 [ 1




After that we add 1.

1 1 0 1 0 0 1 1
+ 0 0 0 0 +

And the output is

[+ [ 1 [ o [ 1 ] 0o T 1 [ o [ o

So this is -2.7510 in two’s complement representation.

-

Example 2.20:

Question: Write the representation of the decimal number 4.25, in fixed-point, using
8 bits, where 4 bits are used for the fractional part, in two’s complement
representation method.

Answer:

444 is 0100,

0.25,,=0100,

0100.0100, result

Example 2.21:

Question: Write the representation of —4.25, in fixed-point, using 4 bits for the
fractional part, in two’s complement representation method.

Answer:

0100.0100 convertOto 1 and 1to 0

1011.1011 add 1

1011.1100; result

Hexadecimal number system

The hexadecimal number system is a positional system that uses 16 digits (0, 1, 2, 3, 4, 5, 6,
7,8,9,A, B, C, D, Eand F) to represent any number. Digits A to F represent guantities from
10 to 15, thus A=10,B =11, C=12, D =13, E = 14 and F = 15. The hexadecimal number
system (or base-16) has sixteen as its base and is used in computer science. Numbers
represented in this system are known as hexadecimal numbers.

Since base-16 is a positional system, the position of each digit within a number provides by
the multiplier which that digit is multiplied. Table 2.5 shows the initial five place values in
the hexadecimal number system. Note that the multiplier is always a power of sixteen, with
a base of sixteen and an exponent that increases by one compared with the exponent of the
position to its right. Thus, each position has a value sixteen times that of the position to its
right.

multiplier (power of sixteen)  16* 16>  16° 16' 16°

multiplier 65536 4096 256 16 1,
Table 2.5: Initial place values in the hexadecimal number system



Example 2.22: Imagine that we need to convert the number 1EB5 base 16 or 1EB5;¢
to a decimal integer equivalent. The table below depicts the digits of the binary
number as well as their multiplier, depending on their respective positions.

multiplier (power of sixteen) = 16> = 16°  16' 16’
multiplier 4096 256 16 1
digits 1 L Bl B s

To calculate the decimal value represented by the hexadecimal number 1EB5,; we
must multiply every digit of the number with its respective multiplier and then add
all of the results, like so:
1*4096 + E*256 + B*16 + 5*1
=1*4096 + 14*256 + 11*16 + 5*1 (since E= 14 and B = 11)
=4096 +3584 +176+5
=78614

Example 2.23: In a similar manner we may need to convert the number 7861, to a
hexadecimal number equivalent. Below, we describe the way to achieve this. Note
that the algorithm followed is similar to the one that converts decimal to binary

numbers.

Repeatedly divide the decimal number by sixteen and retain the remainders. When
the number to be divided is zero the algorithm stops. Reading the retained
remainders from last to first gives us the decimal number as a hexadecimal number.

7861 divided by 16 gives 491 and remainder 5

491 divided by 16 gives 30 and remainder 11 (11 = B)
30 divided by 16 gives1 and remainder 14 (14 = E)
il divided by 16 gives 0  and remainder 1

0  divided by 16 — algorithm has finished

The result (reading the remainders from last to first) is 46,9 = 1EB54¢.

An example of a number in the hexadecimal number system is 1EB5 base 16 or 1EB24. The
base number cannot be omitted in the hexadecimal number system.




Example 2.24:

Question: An 8-bit register is used to store integers in two’s complement. Calculate
8F1c + 2B1¢. Is it possible to store the result in this 8-bit register?

Answer: The output is BA. This is 186 in the decimal number system. The maximum
number that can be stored in this register is 127. So it is impossible to store this result
in this register.

Example 2.25:

Question: Determine the value of Ay in the following expression:
Ao = A316+2346

Answer:

A1p =A346+2316=C616=1989

OR
Ao =A315+2316=16310+3510=198 10

or

A4, =1010 011,+0010 0011,=1100 0110,=198;¢

Example 2.26: Imagine that there is a computer system that uses 1 bit to represent

text characters.

With 1 bit, the possible number of different representations that can be achieved is
2, since this one bit can take the values:
Oor1l

With only two different representations it would mean that the computer system
would only be able to distinguish between only two different states. One state
could be used to represent the capital letter “A”, the other the capital letter “B”,
but there would not be any other different states to represent all the other letters
in the Latin alphabet.

If the computer system uses 2 bits to represent text characters, the number of
different representations that can be achieved is 4, since these two bits can take

the values:
000110 orndl

Clearly, a sequence of 2 bits is still not enough to represent as many different
representations as are needed.

A larger sequence of bits is needed. The important thing to understand is that a
larger sequence of bits used to represent something in a computer system allows
for a larger possible number of distinct representations.



2 1 10 Data representatlon
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Computer systems are binary systems, meaning that there are only two possible values that
they can represent: the values 0 and 1. These two values can be represented by a single
binary digit (bit). In order for such systems to represent more complex data, sequences of
binary digits are used. The length of these binary digit sequences determines the possible
number of different representations that can be achieved.

The relationship that exists between the number of bits used by a computer system and the
number of different representations that can be achieved is the following:

2" where n is the number of bits used

Table 2.6 presents the number of different representations that can be achieved when n
number of bits are used, where n takes the values from 1 to 8.

Number of bits used

Distinct representations

4 8 16 32 64 128 256

Table 2.6: Distinct representations with n number of bits

In order for computer systems to effectively communicate and exchange data, the way they
represent data must be consistent and similar. For example, imagine that a computer
system uses 8 bits to represent the letter “A” while another computer system uses the same
8 bits to represent the letter “B”. Whenever the second computer system receives a text file
from the first, all the “A” symbols would be represented as “B”, and the text file would not
be consistent between the two computer systems. As such, it is important that there is
consistency between computer systems in how they represent and exchange data. That is
why the standard formats exist.

Some of these standard formats are the following:

Integers

Table 2.6 represents the number of different representations for “n” number of bits, where
“n” is between 1 and 8. The relationship 2" can be used to calculate the number of different

Il ”

representations for any number of bits

Imagine that we use 8 bits to represent an integer number. That means that there can be 2°
= 256 different representations, which means that 256 integer numbers can be represented.

%



This would allow us to represent all the unsigned positive integers from 0 to 255, thus 256
different integer numbers.

Examples of unsigned positive integers represented with 8 bits:
00000001, = 149

00000101, = 549

00011001, = 254

11111111, = 2554,

The twos complement method was presented in the previous section. However, we may
wish to represent both positive and negative numbers using the “sign-and-magnitude
number representation”. This method represents a number’s sign by allocating the left-most
bit as a sign bit to represent the sign. As mentioned before, the left-most bit is termed the
most significant bit (MSB). The MSB is set to 0 for a positive number or 1 for a negative
number. The rest of the bits indicate the magnitude of the number. As such, if we use 8 bits
to represent an integer number and the MSB is the sign bit, only 7 bits remain for the
magnitude, which means that 2= 128 absolute values can be represented. This allows for

numbers -127 to +127 to be represented.

Examples of integers using the “sign-and-magnitude number representation” represented
with 8 bits:

00000001, = 14

10000001, =-149

11111111, =-1274
01111111,=127y

10000000, = 059 and 00000000, = 019

As can be seen from the last example, in this approach there are two ways to represent the
number zero. Overall, in this representation the MSB is comparable with the common way
of showing a sign (0 for “+” and 1 for “-“).

Characters

The American Standard Code for Information Interchange (ASCII) is a character-encoding
scheme originally based on the English alphabet. This means that ASCII is used to represent
text in computer systems. To do that a number is assigned to each letter from 0 to 127. For
example letter K is assigned the number 75. ASCII uses 7 bits to represent each character
which means that it can achieve 2’ = 128 different representations (i.e. 128 different
characters). It holds the Latin alphabet, (lower case letters a-z and capital letters A-Z) as well
as all the digits of the decimal numbering system 0-9.



Since the Latin alphabet has only 26 letters, 52 different representations are needed for
both lower case and capital letters. Furthermore, 10 more different representations are
needed for the decimal digits. The remaining 66 different representations are used to hold
the space and punctuation characters, as well as some control characters. An example of a
control character is the carriage return character that is used to indicate that the rest of the
document should start from a new line. Table 2.7 represents the ASCII character-encoding

scheme.

Code Char Code Char Code Char Code Char Code Char

0 NULL 26 SUB 52 4 78 N 104 h
1 SOH 27 ESC 53 5 79 O 105 |
2 STX 28 FS 54 6 80 P 106 j
3 ETX 29 GS 55 7 81 Q 107 k
4 EOT 30 RS 56 8 82 R 108 |
5 ENQ 31 US 57 9 83 S 109 m
6 ACK 32 [Space] 58 84 T 110 n
7 BEL 33 | 59 ; 85 U 111 o
8 BS 34 " 60 < 86 V 112 p
9 TAB 35 # 61 = 87 W 113 ¢
10 LF 36 S 62 > 88 X 114 r
11 VT 37 % 63 ? 89 Y 115 s
12 EE 38 & 64 @ 90 Z 116 t
13 CR 39 65 A 91 | 117 u
14 SO 40 ( 66 B 92 \ 118 v
15-:S| 41 ) 67 C 93 ] 119 w
16 DLE 42 * 68 D 94 ° 120 x
17 DC1 43 + 69 E 95 _ 121 vy
18 DC2 44 70 F 9% ° 1227
19 DC3 45 - 71 G 97 a 123 {
20 DC4 46 . 72 H 98 b 124 |
21 NAK 47 / 73 | 99¢iic 125 }
22 SYN 48 0 74 | 100 d 126 ~
23 ETB 49 1 75 K 101 e 127 DEL
24 CAN 50 2 76 ¢t 102 f
25 EM 51 3 77 M 103 ¢

Table 2.7: The ASCII character-encoding scheme

There are other character-encoding schemes available that allow for additional characters to
be represented. This allows non-English characters, graphic symbols and mathematical
symbols to be represented. For example, the most widely known character-encoding

scheme is Unicode.




Strings

In a computer system, a string is a sequence of characters. If the UTF-8 encoding-scheme is
used, each character will consist of 8 bits, and assuming that the average length of a word in
the English language is 5 letters, then on average 5*8 bits = 40 bits will be needed for each
word to be stored.

Colours

Many computer systems have a video display unit or monitor as an output device in order to
communicate with the user. Monitors use pixels to display information and have a specific
display resolution, such as 1024 x 768, that represents width x height in pixels (ex, a monitor
having a resolution of 1024 x 768 has a width of 1024 pixels and a height of 768 pixels). A
pixel is the smallest controllable element in a display or of a picture represented on the
screen. Figure 2.18 demonstrates how an image is made up of individual pixels rendered as
small squares. We can see this by enlarging the image until the pixels become apparent.

Example 2.27

Question: Why is the Unicode character-encoding scheme needed?

The ASCII character-encoding scheme can represent 128 different characters. This is
enough for the lowercase and capital letters of the 26-letter Latin alphabet, as well
as the space, punctuation and control characters.

However, not all languages are written with the Latin alphabet. For example, the
Arabic alphabet consists of 28 letters, very different from the Latin alphabet, and it
is written from right to left. In the same manner, the Greek alphabet consists of 24
letters, which also are different from both the Latin and the Arabic characters.

In order to incorporate all these different characters as well as the space,
punctuation, mathematical and control characters into a single character-encoding
scheme, it is necessary to represent far more than the 128 different characters of
ASCII. That is why the Unicode character-encoding scheme was designed and is
necessary throughout computer systems.

The Unicode character-encoding scheme contains all the ASCII characters as well as
more specialized Latin letters with diacritics, as well as a number of other alphabets
such as Greek, Hebrew and Arabic.

Every pixel in a computer colour monitor may have only one colour at any moment.
However, each colour is made up of a combination of shades of red, green and blue. Each
pixel stores information about its state and colour in a memory location. There are many
ways to represent and store an individual colour.



Figure 2.18: When an image is enlarged pixels become apparent

One such way is in the hexadecimal RGB colour values that specify the amount of Red,
Green and Blue light that need to appear at a pixel, in order to produce a specific colour. By
combining different shades of Red, Green and Blue a large variety of colours can be
displayed.

Each colour value is represented as a hexadecimal value of two digits that may take up
values from 00 to FF. Thus, in order to describe a colour value in this way, a six-digit
hexadecimal number is needed such as 70EF5A, which is shown in Figure 2.19. The first two
hexadecimal digits represent the Red colour, the next two the Green colour and the last two
the Blue colour. A little red (112), a lot of green (239) and a little of blue (90) combines to
make a “lime” shade of green (Figure 2.19).

Figure 2.19 Representation of hexadecimal RGB colour value 70EF5A




The range of a two-digit hexadecimal number is from 00 to FF, which in decimal is from 004
= 0*16 + 0*1 = 049 to FF;g = 15%16 + 15*%1 = 2553, The range of a six digit hexadecimal
number is from 000000:s to FFFFFFs. Since two hexadecimal numbers can represent 256
colours (from 0 to 255), six hexadecimal numbers (which are used to describe colours in
computer monitors) can represent 256*256*256 = 16777216, distinct colours.

Example 2.28:

Question: Does binary represent an example of a lingua franca?

Answer: A lingua franca is a language that is used as a “bridge” language to make
communication possible between people who do not have the same mother
tongue. For example, English is the native language in the United Kingdom, but it is
used as a lingua franca in the Philippines in order for all foreigners and natives to
communicate with each other.

Binary allows the representation of data as a series of Os and 1s. This includes text,
which means that binary is actually used to represent letters, sentences and
paragraphs of text. This text could be created by a user in one place of the earth and
read by some other user, of different nationality, residing in another place. Thus,
binary is used to represent any digital data that we want and allows us to
communicate with other people. From this point of view one could argue that
binary does represent an example of a lingua franca.

However, binary is not used as a language by people, but rather by computers in
order to represent (amongst other things), languages used by people. That is, the
user of one computer would draft a document in a specific language (such as
English) and not in binary, so that when another user opened up the document
he/she would still need to be able to read the specific language (English in this case)
rather than the binary. So Binary is used to represent data, including languages, and
not as a communicative language itself. Binary would be extremely difficult for
people to use as they would need to know a specific character-encoding scheme
(such as Unicode) by heart and be able to use it. But comprehending and writing in a
language of Os and 1s would be tremendously hard, as it was when the first
programmers had to write programs in binary. As such, seen from this point of view
binary does not represent an example of a lingua franca.

Example 2.29:

Question: A photograph measures 80 by 100 pixels and is stored as a graphic file.
The colour representation is 15-bit high colour and uses 5 bits for Red, 5 bits for
Green and 5 bits for Blue. An extra bit is set aside for an alpha channel which is
normally used as an opacity channel. As such, the colour representation uses 16-bits
in total, which is 2 Bytes. Determine how many different colours can be
represented. Calculate the size of the file assuming that each pixel of this
photograph uses two bytes.

Answer:
o 2°%2%#2°=32768 possible colours

e SIZE = Bytes used * Dimensions =2*80%*100=16000 Bytes
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Computer systems are made up of electrical circuits and use the binary system to represent
and store data. In order to do so, electrical circuits have been designed to receive one or
more binary numbers as their inputs and produce a single output. The logical operations of
these circuits are governed by the rules of Boolean logic.

There are six Boolean operators available: AND, OR, NOT, NAND, NOR and XOR. In order to
understand how they work, look at the simple electrical circuit in Figure 2.20. It involves a
single switch, a light, a battery and some connecting cables. Since both a light and a switch
can either be on or off, the circuit can be in one of the two states, and as such resembles the
binary system used in computer systems.

l & l light

switch
ol
"

Figure 2.20: Simple electrical circuit

There are only two states that both the switch and the light can have at any point in time:

* When the switch is open, the light is off. In the binary system, the switch and the
light in this state are represented by a 0.

°  When the switch is closed the light is on. In the binary system, the switch and the
light in this state are represented by a 1.

In Table 2.8 we represent the above two states in a table that is known as a truth table. In
this example we only have one input (the switch, and whether it is open or closed) and one
output (the light, and whether it is on or off).

Input Output
Switch Light
Open (0) Off (0)
Closed (1) On (1)

Table 2.8: Simple truth table




The electrical circuit in Figure 2.20 described above is the simplest electrical circuit. It
resembles a simple on/off switch. Computer systems however demand more complex
circuitry in order to accomplish their tasks and so we must examine the six Boolean
operators and their truth tables.

Another way to represent Boolean operators is with the use of Venn diagrams. One is shown
in Figure 2.21. There is one circular region for each input variable (the switch in our
example). The interior of the circular region corresponds to when the input variable is 1/true
(in our example the switch is closed) and the exterior to when the input variable is 0/false (in
our example the switch is open). The shaded region denotes when the single output (in our
example the light) will be 1/true, and the white region denotes when the output will be
0/false.

Figure 2.21 represents exactly the same information that the truth table in Table 2.8
describes. The output (the light) is 1/true when the input (the switch) is 1/true (the inside of
the circular region) and 0/false when the input (switch) is O/false.

switch

) Figure 2.21: Venn diagram of the simple truth table

The AND Boolean operator

The AND Boolean operator, shown in Figure 2.22, is slightly more complicated than the
simple electrical circuit of the on/off switch. The main difference is that there are two

! & I light

switch1l  switch 2
P P ) | l
'

switches, instead of one, in series.

Figure 2.22: Electrical circuit representing the AND Boolean operator

There are four states that the switches and the light can have at any point in time:

e When both switches are open (0) the light is off (0)

e When switch number 1 is open (0) and switch number 2 closed (1) the light is off (0)
e When switch number 1 is closed (1) and switch number 2 open (0) the light is off (0)
e When both switches are closed (1) the light is on (1)



We can represent the above four states in Table 2.9. We have two inputs (switch 1 and
switch 2) and one output (the light).

Inputs Output
Switch 1 | Switch 2 | Light - AND
Open (0) | Open (0) Off (0)

Open (0) | Closed (1) Off (0)

Closed (1) | Open (0) Off (0)

Closed (1) | Closed (1) On (1)
Table 2.9: AND truth table

From the truth table we can understand that only when both switches are closed (1) the
light will be on (1). The AND Boolean operator is also denoted by the symbol “-”.

As a Venn diagram, the AND Boolean operator can be described as shown in Figure 2.23.
There are two circular regions, since there are two inputs (switch 1 and 2). The inside of
these regions represent when the respective input has a value of 1/true. Where they overlap
both inputs have a value of 1/true (both switches are closed) and the output is 1/true (the
light is on). That is where the shaded region appears. Only when both switches are closed is
the light on.

switch 1 switch 2

Figure 2.23: Venn diagram of the AND truth table

The OR Boolean operator

The OR Boolean operator, shown in Figure 2.24, has two switches, like the AND Boolean
operator. But instead of having them in series, the OR Boolean operator has the two

‘ ! light

switches in parallel.

switch 1
4

| i |
switch 2 1
o I

Figure 2.24: Electrical circuit representing the OR Boolean operator

There are four states that the switches and the light can have at any point in time:



e When both switches are open (0) the light is off (0)

*  When switch number 1 is open (0) and switch number 2 closed (1) the light is on (1)
°  When switch number 1 is closed (1) and switch number 2 open (0) the light is on (1)
¢ When both switches are closed (1) the light is on (1)

We can represent the above four states in Table 2.10. We have two inputs (switch 1 and
switch 2) and one output (the light).

Inputs Output
Switch 1 | Switch 2 | Light- OR
Open (0) | Open (0) Off (0)
Open (0) | Closed (1) On (1)
Closed (1) | Open (0) On (1)
Closed (1) | Closed (1) On (1)

Table 2.10: OR truth table

From the truth table we can understand that only when both switches are open (0) the light
will be off (0). Otherwise, if one or both of the switches are closed (1) the light will be on (1).
The OR Boolean operator is also denoted by the symbol “+”.

As a Venn diagram the OR Boolean operator can be described as shown in Figure 2.25. The
shaded region appears inside the circular regions since whenever at least one switch is
closed (1/true) the light will be on (1).

switch 1 switch 2

Figure 2.25: Venn diagram of the OR truth table

The NOT Boolean operator

This Boolean operator has a single input and a single output. What this operator
accomplishes is to take the input and output the reverse. If the input is 1/true the output
will be 0/false, and if the input is 0/false the output will be 1/true. We can repfesent the
above two states in Table 2.11. We have one input and one output.

Input Output - NOT
0 (false) 1 (true)
1 (true) 0 (false)

Table 2.11: NOT truth table

The NOT Boolean operator is also denoted by a bar on top of an input (ex.switch).



As a Venn diagram, the NOT Boolean operator can be described as shown in Figure 2.26. The
shaded region appears outside the circular region, since whenever the input is 1/true the
output is O/false and vice versa.

input

Figure 2.26: Venn diagram of the NOT truth table

The NAND Boolean operator

The NAND Boolean operator is similar to the AND Boolean operator, but with its outputs
inverted. As in the AND Boolean operator, the NAND Boolean operator has four states that it
can be in, which are described in Table 2.12. Instead of having an output of 1/true when
both the inputs are 1/true, as is the case for the AND Boolean operator, the NAND Boolean
operator has an output of 1/true when one or both inputs are 0/false.

Inputs Output

Input 1 Input 2 NAND

Open (0) Open (0) On (1)

Open (0) Closed (1) | On (1)

Closed (1) Open (0) On (1)

Closed (1) | Closed (1) | Off (0)
Table 2.12: NAND truth table

As a Boolean operator NAND is very important in computer science since any Boolean
function can be implemented by using a combination of NAND gates. The NAND Boolean

operator is denoted by a bar on top of an AND symbol (ex. Input 1 - Input 2).

As a Venn diagram the NAND Boolean operator can be described as shown in Figure 2.27.
The shaded region appears outside the intersecting circular region since whenever the
inputs are both 1/true the output is O/false. Otherwise the output is 1/true.

input 1 input 2

Figure 2.27: Venn diagram of the NAND truth table




The NOR Boolean operator

The NOR Boolean operator is similar to the OR Boolean operator but with its outputs
inverted. As in the OR Boolean operator the NOR Boolean operator has four states that it
can be in, which are described in Table 2.13. Instead of having an output of 1/true when one
or both inputs are 1/true, as is the case for the OR Boolean operator, the NOR Boolean
operator has an output of 1/true when both inputs are 0/false.

Inputs Output

Input 1 Input 2 NOR
Open (0) Open (0) On (1)
Open (0) Closed (1) | On(0)
Closed (1) Open (0) On (0)
Closed (1) | Closed (1) | Off (0)

Table 2.13: NOR truth table

The NOR Boolean operator is denoted by a bar on top of an OR symbol (ex.
Input 1 + Input 2).

As a Venn diagram the NOR Boolean operator can be described as shown in Figure 2.28. The
shaded region appears outside the circular regions since whenever both inputs are 0/false
the output is 1/true.

input 1 input 2

Figure 2.28: Venn diagram of the NOR truth table

The XOR (exclusive OR) Boolean operator

The XOR Boolean operator can be thought of as one or the other but not both. As in the OR
Boolean operator, the XOR Boolean operator has four states that it can be in, which are
described in Table 2.14.

Inputs Output

Input 1 Input 2 XOR
Open (0) Open (0) On (0)
Open (0) Closed (1) | On (1)
Closed (1) Open (0) On (1)
Closed (1) | Closed (1) | Off (0)

Table 2.14: XOR truth table

The XOR Boolean operator is denoted by the following Boolean expression: A B + A B.



As a Venn diagram, the XOR Boolean operator can be described as shown in Figure 2.29. The
shaded region appears inside the circular regions but not where they overlap, since the
outputis 1/true only when input 1 or input 2 are 1/true but not both.

input 1 input 2

Figure 2.29: Venn diagram of the XOR truth table

Various symbols and shapes used for Boolean operators

It is very useful to know that various symbols are used to represent the Boolean operators
described in the previous part. Table 2.15 depicts these symbols. It should be mentioned
that the IB computer science guide® clarifies that when constructing logic diagrams “The
gate should be written as a circle with the name of the gate inside it”.

Symbols
+ v I
= A &
5 4 !
©® 4
A 15
v \

Table 2.15: Logical Operations and gates




2.1.12 Truth tables us

Using the six Boolean Operators described in section 2.1.11 (AND, OR, NOT, NAND, NOR and
XOR), one can construct truth tables that represent the inputs and single output of more
complex logical statements such as “Tania won’t go to play if it is cold and raining, or if
he/she has not done her homework”.

Before we move on, let us take note of an interesting fact about truth tables. Table 2.8:
Simple truth table and Table 2.11: NOT truth table had one input each that could be either
0/false or 1/true. This is so because we are working with Boolean operators that resemble
the binary system, and each input can have only one of two values: 0/false or 1/true. As
such they had two rows describing the possible combinations of inputs. All the other truth
tables for the Boolean operators had two inputs, and had four rows describing the possible
combinations of inputs. Truth tables can be built to have as many inputs as necessary but we
are interested only in truth tables with up to three inputs, which will have eight rows
describing the possible combinations of inputs, as shown in Tables 2.16-2.18. There is always
only one output.

Input Output
0 (false) 0 (false)
1 (true) 1 (true)

Table 2.16: Truth table with one input

Inputs Output
Input 1 Input 2 OR
0 (false) | O (false) | O (false)
0 (false) | 1 (true) 1 (true)
1 (true) | O (false) 1 (true)
1 (true) 1 (true) 1 (true)
Table 2.17: Truth table with two inputs

Inputs Output
Input1 | Input2 | Input3 | (Input 1 AND Input 2) OR Input 3
0 (false) | O (false) | O (false) 0 (false)
0 (false) | O (false) | 1 (true) 1 (true)
0 (false) | 1 (true) | O (false) 0 (false)
0 (false) | 1 (true) | 1 (true) 1 (true)
1 (true) | O (false) | O (false) 0 (false)
1 (true) | O (false) | 1 (true) 1 (true)
1 (true) | 1 (true) | O (false) 1 (true)
1 (true) | 1 (true) | 1 (true) 1 (true)

Table 2.18: Truth table with three inputs



Let’s look into the earlier statement in detail in order to figure out the inputs and outputs:
“Tania won’t go to play if it is cold and raining, or if she has not done her homework”

We are interested in whether Tania will not go to play. As such, this is our output. Whether
Tania goes to play or not depends on whether it’s cold and raining (pay attention to the AND
Boolean operator) or if she has not done her homework (pay attention to the OR and NOT
Boolean operators). The inputs of this statement are 1) whether it’s cold, 2) whether it’s
raining and 3) whether the homework is done.

The statement under consideration could be re-written, using the notation for the Boolean
operators as follows:

Will not go to play = (Cold - Raining) + (Homework)

As such we can construct the following truth table:

Output
Input Will not go
to play
(Cold AND
Cold Raining Cs;?nl;\:lgD Homework NOT Homework Ralr(1'|“ng_)rOR
Homework)

1

R O|0O0OlO|O|O
O|Rr|O|r | O|r| O

PRk~ olololo
R|r|lololr|r|lolo
O|lr|OolrRr|lO|rR|O|F
RlRr|lOolr|O|R|lO

1 1
Table 2.19: Complex truth table

The approach described above with the truth table of Table 2.19 can be used in any
statement. This allows us to examine all the possible inputs and outputs that can appear.

* So, 'if it is hot and sunny, then we will go for a walk' becomes
o If (itis hot e jt is sunny) = go for a walk'
o A eB=CwhereA =sunny, B=hot, C=walk
e So, ‘if itis hot or it is sunny, then we’ll go for a walk' becomes
o If(itis hot + it is sunny) = go for a walk'
o A+B=Cwhere A =sunny, B = hot, C = walk
e So, ‘ifit’s hot and it’s not raining, then we’ll go for a walk' becomes
o if(it’s hot ¢ it’s raining) = go for a walk’
0 A e B=CwhereA=hot, B=rain, C=walk
So, ‘if it’s hot or sunny, but not both, we’ll go for a walk’ becomes
o ‘if (it’s hot @ it’s sunny) = we’ll go for a walk’
o A & B=Cwhere A = hot, B=sunny, C=walk




The sentence “If the airplane is late and there are no taxis in the airport, then we will have

to cancel our tomorrow meeting” could be analysed with the help of the following table.

Propositions (statement;) NOT (sentence)

A = Airplane is late NOT A = Airplane NOT late

B = Taxis are not available NOT B = NOT (Taxis are not available)
F = Cancel our meeting NOT F =NOT (Cancel our meeting)

Table 2.20: 'I;bg'ical gnéiysis of sentence

The logical expression that describes this sentence is: AAND B = F
The equivalent truth table follows:

~  [A| B | Cancel meeting |

Airplane NOT late - NOT (taxis are not available) | 0 | 0 ERiSE:0 |
Airplane NOT late - taxis are not available Tol 1 FALSE - 0 ’
Airplane late - NOT (taxis are not available) 150 FALSE -0 {
Airplane late - taxis are not available 1 1 TRUE-1 *1

Example 2.30:

Question: A chemical factory is equipped with three safety mechanisms. These
safety mechanisms are used to warn the local authorities for a potential accident. If
safety mechanism A or safety mechanism B are in the OFF position and if safety
mechanism C is in the ON position, then there is no reason to worry about an
upcoming accident.

Answer: Assume that ON position is 1 and OFF position is 0. It is possible to convert
this problem into a logic statement. Suppose that “no worry” is depicted with W,
then:

W=@A+B)*C

F=NOTA ORNOTB W = F AND C
0

il k=R =R = R R -]
= P, O O Fr P OO ®
P O F,F O R ORF OO
O O R RBP R = Rk
O O r Ok O K
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Example 2.31:
Question: Construct truth tables for the following two Boolean expressions and

determine if they are equivalent.
X=A@C
Y=A+C

Answer:

Two Boolean expressions are equivalent when the equivalent columns are identical.
These two expressions are not equivalent. When A = 1 and C =1, X value is not equal
to Y value (fourth row).

Example 2.32:;
Question: Construct truth tables for the following two Boolean expressions and

determine if they are equivalent.
A=PXORQORR
B=PORQORR

Answer:
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Example 2.33:
Question: An alarm system has three inputs Q, W, R and one output I. When signal

at Q is FALSE then the output at | is the same as input signal R. When signal at Q is
TRUE then the output at | is the same as input signal W. Construct the truth table for
this alarm system and then write the equivalent Boolean expression.

Answer:

P P PP OOOO0OQPQ
H B OORBKOOS
R OMROROROX
R =2 O O0ORrRORO —

| = Q*W *R+Q*W*R+Q*W*R'+Q*W*R

Example 2.34:

Question: Construct a truth table for the expression: p OR g AND r

Answer:
P q r PV (qAr)
il 1 1 i
il 1 0 il
1 0 i il
1 0 0 il
0 1 i 1
0 1 0 0
0 0 1 0
0 0 0 0

Example 2.35:

Question: Construct a truth table for the expression: p XOR g AND r

Answer:
P q r (PYq)ATr
1 1 1 0
1 il 0 0
1 0 1 1
il 0 0 0
0 1 1 1
0 il 0 0
0 0 il 0
0 0 0 0



Example 2.36:
Question: Construct a truth table for the expression: p AND q AND r

Answer:

Example 2.37:
Question: Construct a truth table for the expression: (p OR q) AND r

Answer:

Example 2.38:
Question: Construct a truth table for the expression: (NOT p OR q) AND NOT r

Answer:

on TN UM M en e v e e e o ———— . - —— - o —— -t — ./ . 7~ ——. 2o, 7 oo, 7 7.
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Example 2.39:
Question: Construct a truth table for the expression:

NOT (p OR g) AND (NOT r AND NOT p)

Answer:

Example 2.40:
Question: Construct a truth table for the expression:

NOT (p OR q) AND NOT (r AND NOT p)

Answer:

Example 2.41: ,
- Question: Construct a truth table for the expression: (p NAND q) NOR r
Answer: “

e e . e e s M ee we e M M T A S e e W M e e e e e e e A e e e e e e e e e e e ma e e e e e e e i e e e e e M e e e S e e e e e v e e o - - e - = e

- n v e e . wm em A e mm e e e e e wm e e s e e e e mm e m e e e A W e e S we S e e me e M Me S e e e e e wm e e A e e e e e W e e e e e e e e e e e e e e e e . e —
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Example 2.42:

Question: Construct a truth table for the expression: r XOR (p NAND q) Answer:

rvipaaq)
1

R OR O RO O

ARB
0

P q r
1 il 1
1 1 0
1 0 1
1 0 0
0 1 1
0 il 0
0 0 1
0 0 0
Example 2.43:
Question: Construct a truth table for the expression: A XOR B Answer:
P qa
0 0
0 1
1 0]
1 1

m

O

EXPRESSION 1
A+A*B=A

A*B+A*B=A

A+(B+C)=(A+B)+C

A+B=B+A

A+A =1

(A*X)+(A"*Y)+(X*Y)=

(A*X)+ (A *Y)

(A+BY =A"*B’

A*(B+C)=A*B+A*C

A+A=A

A+0=A

(A’) =A

A+l1=1

A+AB=A+B

Table 2.21: Properties of algeb;aM

Adjacency
Associative
Commutative
Complement
Consensus

DeMorgan
Distributive
Idempotency
Identity
Involution
Null
Simplification

EXPRESSION 2
A*(A+B)=A
(A+B)*(A+B’)=A
ARG = A EB e
A*B=B*A

A*A =0
(A+X)* (A +Y)*(X+Y)=
(A+X)* (A" +Y)
(A*B)Y=A"+B
A+B*C=(A+B)*(A+()
ATA=A

A*1T=A

A*0=0

AT ERNS AT

> Marcovitz, A. (2009). Introduction to Logic Design. McGraw-Hill.

The following table shows some properties of algebra used to simplify Boolean expressions.?




Example 2.44:

If it rains, or it does not rain and is very cloudy, | will need an umbrella
The parts of this sentence are:

A =If it rains

A’ = does not rain

B = is very cloudy

F =1 will need an umbrella.

So the Boolean expression for this sentence is:
F=A+A’B

Using the Simplification property from the previous table
F=A+AB=A+B

So the sentence could be simplified us
If it rains or is very cloudy | will need an umbrella

Example 2.45:
If it rains or it doesn’t rain | will need an umbrella
A + A’ = 1 (complement property). Always true so always need umbrella.
Example 2.46:
If it rains and it doesn’t rain | will need an umbrella
A * A’ = 0 (complement property). Impossible to have both conditions at the same
time in the same place, so the output is always false. No need for umbrella.
Example 2.47: Construct the truth table and simplify the following Boolean
expression:
FoAXBECL ANEBXE T A B EC

Solution

RirikrIRPOOCIOOIP
RrIRPIO|IOIRILR OO
RIORIOIRIOIRIOIO
R|lojlojOo|rRr|rLRIOIO[m
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Exercise 2.47 cont.
By applying the rules of the previous table:

F=A*B*C1A*B*CLtAYB*C-AN*B*CHBrC (AN VAN "B "CHB"
C*1l-
A*B*C +B*C=B*A*C+C)=B*(A+C)=B*A"+B*C

Example 2.48: Construct the truth table and simplify the following Boolean

expression:
F=A*BZC+A *RBR*C 1A "B*C

Solution

RrlORORIOROIO
RIOIR|IOCIOIRIO|IRIT

RrirRIRIRLRIOO|IOIOIDP
RimplOo|lOIRIiRIiOlOlm

By applying the rules of the table 2.21,

FEAYR IR E O N LAY B
AN*C*(B+B)+A*C*(B+B)=A*C+A*C

Example 2.49: Simplify the following Boolean expression: F=A+B * A+B* A
By applying the rules of table 2.21, F=A+B’*A+B*A=A+A*(B'+B)=A+A=A
Example 2.50: Simplify the following Boolean expression:

F=(A*B) +A +B' +A*(A+B)+B* (A+B)

By applying the rules of table 2.21,

F=(A*B)+A’"+B’"+A*(A+B)+B*(A+B)=
A+B +A’+B ' +A*(A+B)+B*(A+B)=
A+B +A*(A+B)+B*(A+B)=

AN+B +A+B=1
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2.1.14 Logic and Venn diagrams using logic gates

~ Exit skills. Students should be able to':

A variety of electrical circuits are used to build a computer system. These electrical circuits
require binary inputs and produce a single binary output. Electrical circuits are constructed
using the Boolean operators discussed in section 2.1.11 and are implemented by what are
known as logic gates. A logic gate is a real electrical circuit that simulates a specific Boolean
operator. There are six logic gates, as there are six Boolean operators.

The six logic gates are written as a circle with the name of the gate inside it, as bellow:

All the logic gates have a single output on their right, indicated by a line. The NOT gate has a
single input on the left, whereas all the other gates have two inputs, indicated by the two
lines on the left of the circle.

Let’s create a logic diagram using some of the above logic gates for the statement we
encountered in section 2.1.11:

“Tania won’t go to play if it is cold and raining, or if she has not done her homework”

In section 2.1.12 we saw that the statement under consideration could be re-written, using
the notation for the Boolean operators, as follows:

Will not go to play = (Cold * Raining) + (Homework)

Looking at the above statement we identify that we need an AND gate, an OR gate and a
NOT gate in order to create the logic diagram.

Cold
Raining .
Will not go
to school
Homework



Inputs are shown on the left hand side whereas the output is shown on the right hand side.
Problems associated with constructing logic diagrams will require an output dependent on
no more than three inputs.

:\ Example 2.51: Draw the logic circuit for the expression: (p OR g) and (r XOR s) !

- e e A e e R e MR A S e S e e A e A A e e e e e e e e e e e A e e e e

Loglc circuit for expression: (p Vg) A(r¥s)

")

q

r

5
" ———————————————————————————————————————————————————————— T
| Example 2.52: Draw the logic circuit for the expression: (p AND NOT gq) OR NOT s :

Logic circuit for expression: (p A ~q) V -s

- - - - - — - — - - - - -




o - - - - - - -

Logic circuit for expression: pV (-gAp Aq)
p
1 q ""f N
P s e e g Sl R e e T e L T S e T e T T s e T T
i Example 2.55: Draw the circuit for the expression: !
: (p AND g) OR (q XOR (p AND r AND q)) ’
5 7/

Logic circuit for expression (p Aq) V(g ¥ (pArAQ))

Venn diagram:
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| Example 2.57: Draw the Venn diagram for the expression:

| g ORpAND NOT p OR s AND NOT s
\ 73

e - e e e e e o e e . e e e e e G e e m e e e e mm e e e e e e e e e e A e e

Venn diagram:

e - e . e A e e e e e e e e M e e e e e e e e e e e e e e e e -

| Example 2.58: Draw the Venn diagram for the expression: p OR NOT g AND p AND q

Venn diagram:

o e e e e e v e e e mm e e e m e e e e e e e M mm e e e e e e e e e e e e e e e

'\ Example 2.59: Draw the Venn diagram for the expression: p OR NOT q

e . v - - e e e e e e e e e e e e e e e A s e e e G e

Venn diagram:
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Chapter 3
TOPIC 3 — NETWORKS

Topic 3. Networks!?

Introduction and some definitions

Exit skills. Students should be able to:
Define the terms: bus topology, cable, check digit. data ‘
integrity, check sum, data packet, gateway, handshaking, hub,
 ISDN (integrated services digital network), local area network,

. microwave transmission, modem, network, packet, packet
 switching, networking, parity bit, protocol, TCP/IP

| (transmission control protocol/ Internet protocol) and wide |
poreanetworkOWAN. . o i b aie . . IR LETERL AR

Aristotle said® “Man is by nature a social animal; an individual who is unsocial naturally and
not accidentally is either beneath our notice or more than human. Society is something that
precedes the individual. Anyone who either cannot lead the common life or is so self-
sufficient as not to need to, and therefore does not partake of society, is either a beast or a
god.” The ways in which we interact are continually altering and evolving. Technological
advancements influence communication methods. Today the Internet is the major driving
factor and the change agent that determines our everyday communication habits. Sounds
and gestures are transformed into bits and bytes and allow us to live in a networked world.
The extended influence and the reduced cost of information exchange across the Internet
have changed the way people interact. Early data networks were limited to exchanging
character-based information between interconnected computer systems. Modern networks
have developed to carry voice, music, video streams, text, and graphics between different
devices such as computer systems, smartphones, tablets, etc. Instant messaging, blogs,
podcasting, wikis, intranets, extranets, on-line gaming, on line movie rentals, collaboration
tools and CMSs have this in common; they are all network dependent. The following table
contains some definitions from the old syllabus (2004)°. These terms are also used in the
new syllabus.

Term. Definition

bus topology ¢ | Computer network in which a “bus” connects all the devices
| together through a common cable.

0 | Copper wire (usually coaxial and twisted pair) and fibre (fibre

! International Baccalaureate Organization. (2012). IBDP Computer Science Guide.

- Copied by: A quote by Aristotle. (n.d.). Retrieved December 21, 2014, from
http://www.goodreads.com/quotes/183896-man-is-by-nature-a-social-animal-an-individual-who
* International Baccalaureate Organization. (2004). IBDP Computer Science Guide.




i optic cable-made from glass). Cables allow for the connection of

check sum

data packet

 gateway

| handshaking
|

ISDN (integrated services
. digital network)

local area network (LAN)

modem (&Ebfre\;/"ation of |
' modulator/demodulator) |

| network

packet -

E packet switching
| networking

 parity bit

f prdtocdl :

| TCP/IP (transmission

' control protocol/

 Internet protocol)
wide area network

| (WAN)

| computers over a network.

| Extra digit added to numerical data that is used to check data
| integrity after input, transmission, storage and processing.

| The accuracy of data after input, transmission, storage or

processing.

Error-detecting procedure that generates a sum from the digits
of a number.

| Portion of a message that is transmitted through a network.

Contains data such as check digits and destination address.

| Link that resides between computer networks and is responsible
| for converting data passing through into the appropriate format
| so it can be understood by the receiving network.

- Exchange of predetermined signals to signify that a connection
| has been established between two systems.

Network connection point for devices. Data arriving at a hub is
| copied and send to all the devices on the network.

| International communications standard that allows for the
| transmission of audio/video and other data over digital

telephone lines.

Computer network where all the connected computers are

| within a limited geographical area (ex. a home, school, etc.).
| Connection between the computers may be through cables
| and/or microwave transmission.

Electronic communication without the need for cables.

Electronic equipment that converts computer digital signals into
audio signals and back. The audio signals are transmitted over

| telephone lines, which allows for distant communication.

Computer systems that are interconnected and can share
| resources and data.

Group of bits. May include control signals, error control bits,
| coded information, as well as the destination for the data.

{ Network communication method that creates and transmits

small units of data, called packets, through a network,

| independently of the overall message.

| Making use of a network.

Error-detecting procedure that appends a binary digit to a group

| of binary digits. The sum of all the digits, including the appended
| binary digit, establishes the accuracy of the data after input,
_| transmission, storage or processing. ;

| International rules that ensure the transfer of data between

| systems. A protocol that is recognized as the standard for a
specific type of transfer is called standard protocol. For example:
| TCP/IP is a standard protocol.

| Communications protocols used to connect hosts on the
| Internet.

Computer network where all the connected computers are in a
larger geographic area than that served by a LAN or a MAN
| (metropolitan area network).

Table 3.1: Definitions from the syllabus




Network fundamentals

3.1.1 Different types of networks
Exit skills. Students should be able to:

Identify and define local area network (LAN), virtual local area network (VLAN), wide

area network (WAN), storage area network (SAN), wireless local area network
(WLAN), internet, extranet, virtual private network (VPN), personal area network
' (PAN) and peer-to-peer (P2P).

A computer network is comprised of two or more computer systems that are connected and
able to communicate and exchange data. Such computer systems are connected by using
either cable or wireless media. There are two key terms in computer networks that play an
important role:

e Server
e (Client
Server’

A server can either be a computer system or a software application that provides a service
to the other computer systems connected to the same network. For example, a server can
provide the ability to the rest of the computers on the network to store and to share files,
taking the role of a file server.

Client’

A client can either be a computer system or a software application that requests a service
from a server connected to the same network. For example, an email client software
application can request from an email server software application to fetch any new emails
that may have been received.

In summary, a server computer system is a host.running server software applications and
sharing its resources with clients that make requests. A client, on the other hand, does not
share any of its resources but requests content from a server. Servers thus wait for incoming
requests for content from clients.

There are a number of ways that one can connect two or more computer systems in order
to create a network. However, the following three are the most commonly used network
components that play an essential part in the creation of a network: Hub, Switch and Router.
Although all three components have been integrated into a single box, they remain different
devices that are essential to networking and with significant differences between them. A
typical box hosting a hub or a switch and a wired or wireless router would be similar to the
device depicted in Figure 3.1.

* Client/server (client/server model, client/server architecture). (n.d.). Retrieved December 23, 2014,
from http://searchnetworking.techtarget.com/definition/client-server
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Figure 3.1: A device that includes a hub or a switch and a wireless router

Hub®

A hub is the connection point for devices on a single network. Network devices and
computer systems connect to a hub using Ethernet cables that attach to a port. For example,
the hub in Figure 3.1 has eight ports, which means that eight devices or computer systems
can connect to it. Thus, a hub consists of multiple ports. When a network device wishes to
send data to some other device on the network, it sends the data to the hub. The hub then
copies the data and sends it to all devices connected to its ports. The device waiting to
receive the data accepts the data. All the other devices just ignore it. Although passing the
data along to every port ensures that it will reach its destination, a lot of traffic is generated
on the network, since all the other ports that just ignore the data have to nevertheless
receive it. This slows down the network.

Switch®

A switch is also the connection point for multiple devices on a single network. However,
unlike a hub, the switch can identify which network device is connected to which port. This
allows the switch to transmit data to the exact port and network device for which it is
intended. This means that when a network device wishes to send data to some other device
on the network, it sends the data to the switch and the switch sends the data to the
appropriate receiver rather than all the ports and devices connected to those ports. As such,
networks connected with a switch are faster than networks connected with a hub.

Router’

A router is a more sophisticated device than both a hub and a switch. Its use is to join
multiple networks and serve as an intermediary between these networks so that data can be
exchanged effectively and efficiently between network devices of those networks. For
example, a router is used to connect a home network to the Internet. A hub or switch would
not be able to accomplish such a task in a simple manner.

As stated, a hub or a switch and a router are commonly integrated into a single box, allowing
the creation of a wired or wireless network, as well as connection of that network to other
networks, such as the Internet.

> How do hubs, switches, routers, and access points differ? - Windows Help. (n.d.). Retrieved
December 23, 2014, from http://windows.microsoft.com/en-us/windows/hubs-switches-routers-
access-points-differ#1TC=windows-7

,



There are various different types of networks that can be established, as well as different
protocols or “rules” that need to be followed in order for the computer systems involved to

exchange data efficiently.

The network types that will be described briefly are the following:

° Local Area Network (LAN)

°  Wireless Local Area Network (WLAN)
*  Virtual Local Area Network (VLAN)

e Wide Area Network (WAN)

e Storage Area Network (SAN)

° Internet

° Extranet

*  Virtual Private Network (VPN)

* Personal Area Network (PAN)

e Peer-To-Peer (P2P)

All of the network types described below have assisted in the globalization phenomenon of
the recent decades. Globalization has been accelerated by the technical advances linked to
network development. All of these different networks have played their part in
interconnecting computer systems, whether locally or globally, and thus allowing people
across the globe to communicate, do business and so on.
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Example 3.1:

Question:

Describe some characteristics of the Internet.
Answer:

The Internet is a global collection of countless types of computers and computer
networks that are connected together. Billions of interconnected devices form a
network of solutions for various human problems and boost information exchange,
marketing solutions, educational advances, health endeavors etc. WWW, email, file
transferring, peer to peer networks are services that are supported by the Internet
infrastructure. The Internet has no centralized control but governments have the
power to restrict what citizens in their countries can access. Internet service

- e - e e = e - - - e e

providers can also restrict access to specific sites.
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Figure 3.2 and Figure 3.3: Computer network types by spatial scope

Local Area Network (LAN)°

LAN is a computer network that connects computer systems that are within a limited
geographical area such as a room, a home, an office building or a school. Computer systems
interconnected with a LAN usually have high data-transfer rates between them.

A client-server mode of operation is commonly used. This allows for a single computer
system to act as the server and be responsible for supplying various services to the clients in
the network.

% Local area network. (2015, May 16). In Wikipedia, The Free Encyclopedia. Retrieved 16:43, June 15,
2015, from https://en.wikipedia.org/w/index.php?title=Local_area_network&oldid=662633873




LANs allow the sharing
of peripheral devices
between the connected
computer networks.
That means that
peripheral devices, such

as printers, scanners or
external hard drives,

can be used by any

Rovter &4 computer system in the

LAN that is desired. This

- eliminates the need to
. V\olai‘e < ’

) buy certain peripheral
PDA

2 WiTi

Phrome
devices for every

LAN Network Diagram

computer system used.
Image 3.2: Local Area Network For example, instead of
4

having to buy a number
of printers, one printer can be bought and connected to the server of the LAN, with the rest
of the computer systems, the clients, accessing and sharing the printer through the server.

Another benefit of forming a LAN is that, apart from peripheral devices, data can also be
shared. This allows for the exchange of data between clients, thus eliminating the need to
physically send data using other means, such as by exchanging CDs or memory sticks. This
increases flexibility and reduces wasted time.

The most common technology used to build wired LANs is a hub or a switch using Ethernet
cabling. Figure 3.4 presents a wired LAN comprised of one server, three clients and a printer
connected to the server though a hub or a switch.

L
= (=T = 0=

Client Server Client Client

O
|

=)

Hub/Switch

Figure 3.4: A local area network (LAN)

Wireless Local Area Network (WLAN)’

A WLAN links two or more computer systems within a limited geographical area, similar to
LAN. The difference from a LAN is that WLAN devices are connected using some sort of

’ Wireless LAN. (2015, June 14). In Wikipedia, The Free Encyclopedia. Retrieved 16:46, June 15, 2015,
from https://en.wikipedia.org/w/index.php?title=Wireless_LAN&oldid=666879923
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wireless connection method. This allows users to have mobile devices and laptops
connected to the network and be able to move around.

WLANSs have all the benefits of LANs, as well as the ease of wireless connection that allows
the use of mobile devices on the move. However, WLANs can be less secure than wired LANs
since a potential intruder does not require having a physical connection to the network. For
example, an intruder may try to access a school WLAN even outside the school premises if
the wireless network signal is strong enough.

The most common technology to build wireless LANs is Wi-Fi, which allows the exchange of
data between computer systems using radio waves. Figure 3.5 presents a LAN comprised of
one server, three clients and a printer connected to the server. Two of the clients are
connected wirelessly through a wireless hub or switch.

Client J Serv/ ” Printer &KOCIient Client

0N0G—
Hub/Switch

Figure 3.5: A local area network (LAN)

-

P Example 3.2: Compare and contrast the similarities and differences between LAN
and WLAN.

| :
! 1
CATANEWeRE e il s sg e A - e R W
] Similarities i Differences k.
' | LAN- Both act on a local level. They use different transmission |
| WLAN ; B - medium. 3 B!
) Both allow communication. A LAN s safer. G ___«_w,j 1
: Both used to connect devices  The LAN is faster. N |
: Both allow sharing of ; WLANSs offer greater flexibility. :
! | resources ; ]
\ 3 » 2B iz 20 poee 3 el 5y BRSO = /]
\\ /l

Virtual Local Area Network (VLAN)®

Imagine that a business has created a LAN and has connected all its computer systems and
departments together. Departments such as accounting, human resources, sales and
production have all been interconnected and all of the computer systems, from any
department, can have access to any shared resources from any department. That may not

& VLAN (Virtual Local Area Network). (n.d.). Retrieved December 23, 2014, from http://orbit-
computer-solutions.com/VLAN-and-Trunking.php



be desirable, since departments may not want or need to exchange any data with other, and
having access to each other’s shared resources may confuse instead of help.

The solution to this problem would be to set up a LAN for every department, so each
department will have its own isolated network that cannot be accessed from the outside.
These LANs could be connected together, connecting the switch from every LAN to a central
switch, so as to be able to communicate between them whenever necessary without having

access to each other’s shared resources.

Instead of having to set up switches and cabling in order to create separate LANs for every
department, a VLAN can be used to partition the initial LAN, where every department is
connected, into logical separate networks. Each logical separate network cannot see the
computer systems or the shared resources of other such logical separate networks, without
specific set up that allows it to see them.

VLAN
Logical separate network 1 Logical separate network 2\

& Server Hub/Switch & Router y

Figure 3.6: A virtual local area network (VLAN) with two logical separate networks
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Example 3.3: Compare and contrast the similarities and differences between LAN

and VLAN.
Answer:

~

G Similaritiesee e ; Differences
- LAN- Both act on a local A VLAN delivers better performance.
VLAN level. il i B i

' They both have the A VLAN is safer.

same attributes. ‘

- Both allow The formation of virtual workgroups is easy.

- communication. o
Both used to VLANs offer greater flexibility. Even if someone who
connect devices is using a laptop moves to another place he/she will

& ' remain in his/her dedicated VLAN.
ﬁoth allow sharing The partitioning of resources is easier.
of resources :
| VLANs are independent on the medium and the
physical topology of the network.
Sometimes the management/administration of a
VLAN is complex. '
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e e v R e e Gm e W MR AR R AN A W S e e e e e e e e e -

M - - e S e e W e e e e e e e e s e e e e e e e e e e e e e e e e e e e




Figure 3.6 presents a VLAN comprised of two servers (each for a different department in a

business) and four clients (two at each department). The VLAN is set up in such a way so that
the LAN is segmented into two smaller logical separate networks.

~

Example 3.4: Compare and contrast LAN and VLAN. 3
Answer:

- ———— e T R I e

LAN . VLAN

- A LAN delivers A VLAN delivers Sometimes the
management  worst better performance. = management of a
of a LAN is performance. Gres VLAN is complex.
easier

It does not The formation of
provide virtual workgroups is
formation of easy. :

virtual

The partitioning = The partitioning of
of resources is resources is easier.
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Wide Area Network (WAN)’

WAN is a computer network that connects computer systems that are within a large
geographical area. The most obvious example of a WAN is the Internet. A WAN covers a
broad area, such as a city, a country or even a network of countries allowing individuals,
businesses and governments to carry out their daily business regardless of location. A WAN
typically consists of LANs connected together over a broad geographical area. Figure 3.7
presents a WAN comprised of four LANs connected together throughout the globe.

Figure 3.7: A wide area network (WAN) that consists of four LANs that are scattered around the globe

Storage Area Network (SAN)™

A SAN is a network that is created so that large
storage devices can be accessible from servers in
a convenient and easy way. There can be various
servers connected to a network such as a
company’s LAN. For example, in Figure 3.8 a LAN
is depicted with four clients (two of them
wirelessly connected) and three servers all of
which are connected with a Hub/Switch. There
are three servers because they provide three

distinct services to the clients. One server is a

D e e e e e M e e S e e e e S A W e S M W S N R M S N e s e

‘  Example 3.5: Compare and contrast the similarities and differences between LAN °
and WAN.

I 1
i |
. Answer: :
E Similarities 1 ~ Differences E
: Both allow communication. A LAN is usually faster. :
' Both used to connect devices. A WAN is more expensive. !
: Both allow sharing of resources. LAN is easier to maintain than WAN. !
s LAN serves local areas while WAN serves large :
< geographic areas. 4
. ’
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° Wide area network. (2015, May 20). In Wikipedia, The Free Encyclopedia. Retrieved 16:47, June 15,
2015, from https://en.wikipedia.org/w/index.php?title=Wide_area_network&oldid=663323837

10 Storage area network. (2015, May 20). In Wikipedia, The Free Encyclopedia. Retrieved 16:51, June
15, 2015, from https://en.wikipedia.org/w/index.php?title=Storage_area_network&oldid=663172345




mail server, responsible for managing emails. The other server is an application server,
responsible for managing centralized applications that can be used by clients. Lastly, the
third server is a database server that is responsible for managing company data stored in a
database (ex. client list with details).

These servers require storage space in order to store their data and create backups to
prevent data loss, if any storage space fails. This is where the storage area network is
required. The SAN is a network that connects the servers to the storage devices so that they
have enough storage space to complete their tasks. In Figure 3.8 the SAN is comprised of
three storage devices connected with the three servers described before using a switch and
Ethernet cabling. Examples of storage devices are disk arrays and tape libraries.

—————

Client

Storage Device  Storage Device  Storage DEW

Figure 3.8: A storage area network (SAN) connected to an enterprise LAN

Intranet™*

An "intranet" is the broad term for a collection of private computer networks within a
company, a school or an organization that utilizes standard network protocols like TCP/IP,

" Intranet. (2015, June 11). In Wikipedia, The Free Encyclopedia. Retrieved 17:16, June 15, 2015, from
https://en.wikipedia.org/w/index.php?title=Intranet&oldid=666458905




which will be described in section 3.1.3. It could be considered as a private analogy of the
Internet. Its main purpose is to facilitate communication between individuals or work groups
and to improve data sharing. Intranet resources and services are not available to the world
outside the company. In all cases where an intranet is connected to the internet, a firewall is
used for protection.

Internet

The Internet is a global WAN connecting millions of computer systems. Since it is a WAN, the
Internet connects a large number of smaller networks together, thereby creating the largest
WAN network used by billions of users worldwide.

The Internet provides an extensive number of
services to users such as the World Wide Web
(WWW), which consists of websites and
webpages, as well as support for email, file
transfer and other services. As such, the Internet
is not the same as the WWW but rather the

INTERNET OF THINGS ‘,‘i‘ WWW is a service of the Internet.

&

an 7 Unlike other networks, the Internet s
Iiﬁl-,_ ‘ decentralized by design. That means that its
= '@ resources are not centrally stored or controlled

®‘ by a single server. Each computer system that is
connected to the Internet is independent and can
share services with the global Internet
IntERE 3:45 Intermier of tnps community, thus becoming, in essence, a server

of its own.

For most, access to the Internet must go through a commerc